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Abstract— This paper discusses why the extensive scientifisafety standard IEC 61508 [8]. However, one important
results on predicting embedded systems temporal behae\ern  activity in order to establish the safety of a real-time syst
or very seldom, reaches the industrial community. We alsotpo is to provide evidence that actions will be provided in a

out the main issues that the scientific community shouldsfocu timel h acti il be taken at a time
in order to facilitate industrial-strength timing predionhs. imely manner (e.g. each actions wi !

The core problem is that the scientific community uses toe simthat is appropriate to the environment of the system). For
plistic or research oriented timing models. The models sielg ~ Systems consisting of multiple concurrent/semi-conaurre

from academy do not fit well with the structure of real systemsoperating-system tasks the number of possible execution
Thus, extracting a timing model that is amenable for analysay  gcenarios for each actions is daunting [26], and effegtivel

rove prohibitively difficult. And even if a model can be agted, L . o -
!Ct) maypnot Captué real system scenarios well. Thus, redtdts prohibits testing as a means for verifying the correct tignin

analyzing these models do not reflect real system behagaiig ~ Of actions. _ _ _
to unnecessary pessimistic timing predictions. To complement testing, and to provide stronger evidence

In recent years, response-time analysis has matured to eeg for correct timing, academia has developed techniques to
where models can express complex system behaviors anssnalymake a priori analysis to verify that each action in a
results are relatively tight with respect to real system &ebr. oy o Wil be performed before its deadline. These, so
However, in order to fully reach its potential, and be acespby - . .
industry, several improvements of the technique are neeflest, called, schedulability analysis techniques have been con-
behaviors that are commonly used in industrial systemsh(ssc ~ tinuously developed over almost four decades [23]. So,
message passing and client/server-patterns) must be atidgu from an academic point of view, schedulability analysis can
captured by the timing models. Second, unnecessary pessimi he considered as a mature technology. However, studying
in the analysis must be removed (i.e. the analysis resultst mu o 4 strial penetration of schedulability gives a very
correlate well with actual system behavior by providing imal . . . e .
overestimation). Third, correlated behaviors of diffareparts ~ diS@ppointing image. It is very difficult to find reports of
of the systems must be accounted for (i.e. not all tasks wilsuccessful use of schedulability analysis in real indalstri
experience the worst case execution times at the same time).  systems. In fact, it is probably easier to find documents of
negative results of trying to use schedulability analysis i
industrial systems [15], [32].

In this paper we argue that there are two main reasons
for the industrial failure of schedulability analysis:

1) Lack of capabilities in the models used by schedula-

bility analysis techniques, and

In this paper we discuss the flagrant discrepancy between 2) lack of precision in analysis techniques.
academic results and industrial needs within the area of One candidate technique that could resolve the above
schedulability analysis of real-time systems. The impméa  obstacles is schedulability analysis based on timed-aat®mm
of schedulability analysis of real-time systems is quidkly = models [1]. However, for systems of non-trivial size the
creasing. Today, almost all electrical products of some-comanalysis time, and required memory resources, is over-
plexity are controlled by an embedded computing systemwhelmingly large. Hence, with respect to current limitatio
Often, these products need to interact with an environmerih analysis of timed-automat models, this technique doés no
in a timely manner, i.e. the computer system is a real-timeurrently provide a viable path towards industrial-stri@ing
system. Furthermore, a large class of embedded real-timschedulability analysis. Thus, we have to find techniques
systems are also safety critical, meaning that a system faithat address the above deficiencies without incurring too
ure can have potentially catastrophic consequences. Thek&rge costs in terms of computing resources.
safety-critical real-time systems are found, for instance Amongst the more traditional, analytical, schedulability
in vehicles, robotics, medical appliances, and productionechniques, the response-time analysis of tasks with tsffse
facilities. (RTA), introduced in section 2, stands out as the prime

For safety-critical computer systems, the society is in-candidate with respect to the two main obstacles above. That
creasing the pressure on system providers to provide evs, already today, the models used by RTA have the ability
idence that the system if safe. This paper will not dwellto model quite complex system behaviors, and the precision
into the many important issues of demonstrating safety obffered by RTA is the best available amongst analytical
a computer controlled systems, e.g. as mandated by thechniques. In the rest of this paper we will describe the
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state-of-the-art with respect to RTA and concretize thenmai (offsets) among them. The formal system model used is as
problems that remain to be resolved in order to resolve théollows:
above two obstacles, and thus make RTA a viable solution [o={Ty,....T}
to industrial use of schedulability analysis.
Ui =({7i, -7, ), 1)

2. RTA History, background and state of the 7ij :=(Cij, Oij, Dij, Jij, Bij, Pij)

art The system[", consists of a set df transactiong'y, ..., T'x.
Response-Time Analys{RTA) [3], [23] is a powerful  Each transactiod’; is activated by a periodic sequence
and well established Schedulability analysis techniql]'@\ R of events with periodTi (Or the minimum inter-arrival
is a method to calculate upper bounds on response-timegme between two consecutive events). The activating event
for tasks in real-time systems. In essence RTA is used t@re mutually independent, i.e., phasing between them is
perform a Schedulability test, i.e., Checking whether or nOarbitrary_ A transactionri, Containslf‘il tasks, and each
tasks in the system will satisfy their deadlines. RTA is &ppl task may not be activated (released for execution) until a
cable for, e.g., systems where tasks are scheduled intgrioritime, offset elapses after the arrival of the external event.
order which is the predominant scheduling technique used e user;; to denote a task. A tasky;, is defined by a
in real-time operating systems today. Furthermore, RTA isyorst case execution time’(;), an offset 0;;), a deadline
not only used as a schedulability analysis tool, but it iS(Dij), maximum release jitter.J(;), maximum blocking
also used in a wider context. For example, schedulabilitfrom lower priority tasks B;;), and a priority ¢;). There
analysis is performed in the inner loop of optimization or gre no restrictions placed on offset, deadline or jittes,, i.

search techniques such as task attribute assignment &nd tafiey can each be either smaller or greater than the period.
allocation. In conclusion, RTA provide the basis of many

different analysis and optimization techniques for réalet Event arrives  Earliest possible release Latest possible release
systems. ‘
Liu and Layland [16] provided the theoretical foundation > time
. . . o Jj
for analysis of fixed priority scheduled systems. Joseph ancf:ig. 1. Relation between an event arrival, offset, jitted aask release

Pandya presented the first RTA [12] for the simple Liu and
Layland task model which assumes independent periodic
tasks. Since then RTA has been applied and extended in
numerous ways, e.g., [4], [5], [10], [13], [14], [21], [24],
[25], [27], [29], [30], [31]. These works include lifting

! . . .2 (0
the independent task assumption, analyzing commumcauo&)\/ release jitter (maximally unt;; + J;;) making its exact

networks, fault tolerant systems, distributed systemsjeho .
: ' . . release uncertain. Parameters for an example transattipn
ing OS overhead etc. So from a scientific perspective RTA P pn

. ith two tasks ;1, 7;2) are depicted in Fig. 2.
has become a well established and mature technology. X i1, 7i2) P 9
more detailed discussion of some of these improvements

The relation between event arrival, offset, jitter and task
Blease is graphically visualized in Fig. 1. After the event
arrival, taskr;; is not released for execution until its offset
;;) has elapsed. The task release may be further delayed

Oi2=5 Jio=1

can be found in "A Practitioners Handbook for Real-Time 0,22 a8

Analysis" [11]. This book is focused on a practitioner'smoi : ’

of view and thus aims at applying RTA in an engineering | Caz2 Co=1 T‘_‘loﬂme
context. A historical perspective of real-time scheduling T T 17 17 T T 17 17 71
research, where RTA is a big part, can be found in [23]. o 1 2 3 4 5 6 7 8 9 10

Fig. 2. An example transactioh;

2.1. Task model with offsets

Incorporating many of the above research results and ex- Distributed systems with precedencesThe original, and
tended it further, the task model with offset, or transawio most widely adopted, application for task model with offset
task model [18], [19], [28], can be viewed as the state ofis to model precedence relations among tasks in distributed
the art task model for RTA in the sense that it can handlesystems [28], [19]. A transaction represents a group of
many different and complex system parameters with fewasks, allocated to several nodes, where every task has a
constraints as well as applied for different system modelsprecedence relation to previous task in the transactioA. RT
System parameters include arbitrary deadlines, reletisg ji is applied to each node and also the network to produce
temporal dependencies through offsets, access to sharedholistic schedulability analysis, i.e., end-to-end cese
resources. The RTA has been extensively applied to twéimes are calculated over node and communication device
different contexts, or system models, holistic analysis fo boundaries.
distributed systems [28], [19], hybrid static and dynamic The precedence relation i modeled by so catlgdamic
scheduling [17]. Furthermore the task model can also beffset where the offset for a task represent the earliest
applied for modeling self suspending tasks or generallypossible release of a task based on how early the chain of
any system where tasks may have temporal dependencipseceding tasks are able to finish. The jitter term represent



the latest possible release time, denoting the time instanhteraction mechanisms available in contemporary reaé-ti
where the chain of preceding tasks are able to finish, i.egperating-systems.

the response time of the immediate predecessor of the task Traditionally, the only exiting model for task-interaatio

at hand. An example transaction with 3 tasks can be seeis blocking on shard resource. This model allows a task to

in Fig. 3. lock a resource for exclusive use for a finite amount of time.
The resource would typically be some data-structure shared
Ou=11 =5 between a set of tasks. If the operating system manages

Ops  J2=2 T the locking in clever ways, the arr_10unt of time a resource is

= = o= - locked and the effect on tasks trying to lock a busy resource

is finite and predictable. Protocols that have this desgrabl
predictable performance include Priority Ceiling Inhanite
Protocol, the Immediate Inheritance Protocol, and thekStac
Resource Policy [6]. Any serious real-time operating-syst
Offset and jitter for the first tasks;, is obviously O since should include at least one of these protocols. For these
it is the first task to be executed when the correspondingrotocols ablocking factor (B;; in section 2.1) can be
event arrives. The second tasky, however, is activated calculated, and subsequently schedulability analysisbean
whenr;; completes. Here we assume that will finish no performed.
sooner than 5 time units after the event arrival, hence an However, programmers would not, given the choice, re-
offset of 5 forr;». The latest timer;; will finish is 7 which  strict themselves to only use such simple task-interaction
means that;» will have a release jitter of 7-5=2. Analogous mechanisms. In fact, programmers expect, and are offered
reasoning applies t@;3. The three tasks in the picture are by real-time operating-systems, more advanced interactio
placed as if all suffer their worst case jitter delays. mechanisms. Commonly used mechanisms include mes-
Palencia Gutiérrez and Gonzalez Harbour increased theage passing, event sending, client-server operations, sy
precision of this analysis by taking impossible combinagio Cchronous and asynchronous remote-procedure calls, barrie
into account depending on the priority assignment patterngynchronization, etc. Today, programmers using these mech
in [20]. Ola Redell extended the analysis also to handle treeanisms are basically at lost should they try to perform
shaped transactions in [22], as opposed to linear tramsecti schedulability analysis of their system.
described above. The task model with offsets (see section 2.1) provides
Hybrid static and dynamic scheduling In [17] we SOme rudimentary support to model some of the behaviors
applied the task model with offset in a system where taskéhat occur when using the above interaction mechanisms.
are scheduled by both static (static schedule) and dynamithe model can be used to express delays and precedence
(fixed priorities) scheduling policies. There the statihet- ~ Order between different activities (tasks or parts of tasks
ule is represented by a transaction where offsets repeserfhe system. However, how to extract an offset-based model
the time instant where tasks are released according to tHeéom the code is far from obvious. Also, even if e.g. a
static schedule. The jitter term does not come into playelient-server call can be modeled by a ordered sequence of
for statically scheduled tasks since precedence relatioms €xecutions of task fragments, it may yield quite pessimisti
taken into account by time separation, achieved by théesults since we abstract away the particular semantics of
static scheduler. In this work we did a case study of a reaihe client-server pattern.
example and showed how this system could benefit from SO, even if many of the complex execution patterns that
hybrid scheduled system. Furthermore, this system modd&@Xistin industrial real-time systems could be modeled & th
is is commercially available and is supported by the systeniaSk model with offsets we see an immediate need to extend
development tools provided by Arcticus Systems [2]. existiqg schedulability theory wit.h to support at least the
In conclusion, we see that the task model with offsetsllowing two interaction mechanisms:
has been applied in realistic system contexts and thus has a* Message passing — Message passing can be used to

potential to be adopted by industry provided the remaining  realize simple precendence relations as expressed in the
deficiencies could be alleviated. task model with offsets. However, also more complex

interaction patterns may occur in message passing
systems. Specifically, a task may block its execution
when trying to access an empty message-box. Also,
a message-box may contain a queue of messages;
representing a backlog of execution to be performed

01234567 8 910111213141516171819 20
Fig. 3. Precedence example transactign

3. Timing models reflecting real systems

When studying the extensive literature on scheduling
analysis, it is striking that the only means of interaction

between tasks that can be explicitly modeled is synchro-
nization on shared objects using semaphores (or similar
simple blocking mechanism). Naturally, this restrictignai

large hurdle for any real-time engineer wishing to perform
schedulability analysis of systems using the rich set of

by the task.

Thus, in order to faithfully model the execution patterns

in message-passing systems we need to model the
messages queued in the message-boxes. Empty boxes
means that message readers will block their execution



and message boxes with more than one message queualout the overall system, often by taking local information
will represent a queued execution demand. Analysisand approximate the system behavior with local information
techniques to predict queuing patterns, and thus queud¥all et al. recognize that traditional real-time analysis mod-
lengths of message boxes are needed. els, such as RTA, are not applicable for large and complex
Message-passing can be used to realize communicatiaeal-time systems [32]. Thus, modeling real systems with
of any arity (i.e. 1-to-1, 1-to-many, many-to-1, and current task models and technigues will many times yield the
many-to-many). Thus, we need to develop modelgesulting system unschedulabe. However, often the system i
to represent these communication patterns and correwvell tested and works in practice so there has to be sources
sponding analysis techniques that allow these complerf analytical pessimism. We will in this paper identify and
relations between tasks. discuss two such sources :

Exiting techniques to express complex triggering- , Maximization of local WCET estimation. Often there
patterns of tasks include event algebra [7] and timed  exist correlations between different tasks execution
automata [1]. Combined with the efficient calculation times in such a way that it is impossible that all tasks in
methods provided by RTA, such advanced modeling  the system experience their worst case execution time
technique could be used to allow scheduling analysis simultaneously.

of large and complex systems using message passing. , The current modeling technique to handle precedence
Client-server - Client-server is one of the most common  relations will yield in pessimistic response time result
interaction pa’[tel’nS IN NoNn real-tlme COde. HOWeVer, N in Very much the same Way_ By assigning each task
real-time systems this interaction pattern has limited local information of release jitter the system wide
use. The majOI’ reason fOI’ th|S iS the inherent unpl’e- information about precedence Chains is |ost_

dictability of the timing behavior of client-server call. Furthermore, we believe there might be several other
Since the.timing of client reques.ts iS. difficult to p_redict, sources of pessimism that exhibits the same pattern of
the resulting load on thg Server s highly unprEdICt""ble;approximating system wide behavior with local information
and server response-time is highly dependent on th?f such sources could be identified, expressed and analyzed
current 'O?d- . : . the resulting precision on response times could drasyitall
However_, n a real—t!me system, the chent-_tasks will reduced. However, we also recognize that there will always
.be real-time tasks_ with a pre_dlctable behavior. Hencebe a trade off and a balance between complexity (timing
it should be possible to predict the '°"’.‘d on the SENVehnd spatial) on one hand and expressiveness and tightness of
and, then, also the server response-times. In order t

RTA on the other hand. In order for RTA to be successfully

facilitate such analysis we need tp device mo_del_s t_haépplied in industrial context one has to find a good and
allow server-calls to be characterized and their t'm'ngag:ceptable balance between these two

to be expressed. We also need models for servers an
the services provided by them. These models need ta.1. Correlated WCETs
be able to express timing properties for different calls

and services. From those timing properties the load ong,
and response-times from, servers could be predicted.
Even though the general notion of a server that cal

perform any tasks on behalf of the caller and eve inding this information [9]. Furthermore, it is assumedttha

Ee:;‘]orm fs31nchéomzat|cép tbg:we.(:Q T;I}'plti tial!ersl 'Sthe this execution time of every task is independent of other
ofth use ud 6|m un%re I'C ab € | IfSII :y. al S'mpderltasks in the system. However, this assumption is not very
Server-models would also be uselul. A simpler model.qjjistic since many tasks collaborate and also have data

tcr?m?h fordlnsftatr;]ce re"stnct ;[Ee se_rve:_ t‘.) execulte _'ndependencies among them. This will result in overestimated
e thread of the caller - thus simplifying analysis response times.

and increasing predictability. One important research For following discussion refer to Fig. 4. Any systems

topic is to identify the properties a server should haVemteresting temporal end-to-end behavior can be reduced

in order to have a predictable behavior. Servers W'thto a transactions. A transaction consists of a set ordered

thels?_ properttles can dthenl be dused |ntt|m|ng—ct_r|t|ca sks where the first task is activated by an outside event
real-time systems and analyzed by next generation of, clock) and the last task in the set produces some

schedulability analysis. output to the environment (or some internal critical event)

An assumption that all schedulability analysis techniques
r hard real-time systems make is that the worst case
execution time (WCET) is identified for every task in the

r%ystem. We will not discuss the open research problem of

4. High precision RTA With current models each task is modeled with an attribute

Large complex systems that has evolved over several
technology shifts and functional upgrades does not lend
themselves to academic timing models and analysis of their
temporal behavior. One of the main reasons is that the
models makes too pessimistic and simplified assumptions

Task 1

Input  ———f

Task 2

—I—-D]]jr

B

Fig. 4. Correlated WCETs



WCET. Consider the example above where we have twadts jitter term. This has an impact when considering the
tasks, > and 7, with distinct functionality A and B for response time of;; where the interference of each higher
71 and C and D forr,. The worst case response time priority task is considered separately. Therefore, theswor
for the system (if there are no higher priority tasks incase interference;> imposesty; is when it first suffers

the system) would benax(WCET(A), WCET(B)) +  its worst case jitter and subsequent releases occurs with no
max(WCET(C),WCET(D)). Assume further that there jitter. The resulting scenario is depicted in Fig. 5. The stor

is a correlation between A and C and B and D, i.e., if A is
executed inr, then C is executed im,, and similarly with

Taski3 . N Task i3
s 100 time units s

‘# P>
B and D. If such information could be found and expressed v e [ [ - o Trmca [ | s |
in the timing model the worst case response time would F———1— —t
becomemax(WCET (A + C),WCET (B + D)). That is, 0 20 0 00 80 00 120 140 160

.. . . Fig. 5. Correlated WCETs
we move the maximization from task level to the transaction 9

level, i.e., we are able to express the worst case executiqthse interference occurs when a task is released, expesienc
behavior among several tasks, not just locally for ever.tas s worst case release jitter, coincides with the releasbef
This is analogous to calculate with floating point numbers,sk under analysis, and finally released again after period
where task level maximization corresponds to doing roungime units (100 in this example) has elapsed from previous
up of each value before performing calculations, whereage|ease. In the figure this fact is highlighted fos. Similar
transaction level uses the more accurate floating poinegalu reasoning applies t@;,. Hence the response time of;
in the calculations and rounds them up at the end. becomesl50 time units. The reason for this is that it is
The scientific community should investigate and analyz&yssumed that all tasks experience their worst case jitter
real industrial systems to find out what kind of depen-gimyitaneously and independently. However, in order for to
dencies does exist. How can they be expressed, modelgdy|ly experience its worst case release jitter and 7i;
and analyzed? Traditionally the research community oRyqy|d have to execute for almost zero time units and hence
WCET and RTA has been quite independent and have  can not experience the worst case interference from
attacked different problems. However, the proposed reBear inem. In essence;,; can not experience both the WCET of

direction the WCET community, concerned with local task | three tasks and at the same time as they all experience
information, and the RTA community, concerned with global heir maximum release jitter delay. In reality; can only

end-to-end response times, should bring the two fields losg)e jnterfered by each task at most once and hence the worst
together since the research lies in between the two areagsge response time in reality can not exceedime units
Furthermore, the two different research disciplines sthoul | order for RTA to be industrially applicable, this pes-

be able to learn and benefit from each others achievementgimism must clearly be addressed since precedence refation

4.2. Pessimistic modeling of precedence relations is common type of inter-task dependency and are widely

I used in industrial systems.
Another problem we have come across, considering de- Y

pendencies among tasks, is that modeling precedence rels: Conclusion

tions can sometimes result in pessimistic analysis results Tne geientific community has produces an overwhelming
The problem is that precedence relations are modeled withmqynt of research result on schedulability and temporal
jitter and in the RTA each task has its own local jitter Withou an|ysis of embedded real-time systems. However verg littl
preserving information about precedence chains. Considejs these result have gained industrial acceptance, ratfer i

the following transaction with three tasks, each one havingasier to find documents of negative results of trying to use
a precedence relation to the previous one: such results in industrial systems .

T := ({7i1, Ti2, 72}, Ti = 100) This paper recognizes several shortcomings of these ex-
Ciy = Cip = Cy3 = 20 tensive results and proposes some research directions, in
the area of Response Time Analysis (RTA), in order to
P > Pip > Pi gain industrial strength timing analysis models that would
Furthermore, consider a low priority task wiffy; = 30, for ~ be accepted by the industrial community. RTA has over
which we are interested to calculate the worst case responseany years matured to a degree where models can express
time, assuming there are no more tasks in the system.  complex system behaviors and analysis results are rdjative
Assuming that best case execution time approaches zetight with respect to real system behavior. However there is
the jitter for a task is equal to the response time of itsstill work to be done.
predecessor: The core problem is that the scientific community uses
Ry =20 = Jip = 20 = too simplistic or research oriented timing models that does
not reflect real industrial systems to an acceptable degree.
Rip =40 = Ji3 = 40 We argue that there are two main reasons, and thus needs
The release jitter term means that a task that is releasddrther research efforts, RTA has not reached the induistria
periodically may some times be delayed at most withcommunity:



1)

2)

Lack of capabilities in the models used by schedula{10]
bility analysis techniques. Industrial real-time systems
use a variety of constructs to interact between tasks.
Existing schedulability analysis only allow interaction [11]
patterns that use simple blocking on shared resourcéds?l
and precedence constraints between tasks. We idef
tified message-passing and client-server as two key
mechanisms that are commonly used in real system?m
Thus, RTA needs to be extended to allow modeling
and analysis of tasks using these interaction mecha-
nisms. (15]
Lack of precision in analysis techniques. Although
timing models can handle many real scenarios andis]
complex inter-task dependencies, these models are
too simplistic in the sense that local information on 47
parts of the system is used to approximate global

behavior system behavior. This leads to pessimisti
and imprecise analysis results. In order to increas
the precision one must find ways to find, express,

18]

and utilize inter task dependencies that gives mord!®l

accurate information on bigger parts of the system
and not just on task level.

To conclude, we believe that RTA has the potential to
be a useful engineering tool for developers of embedded
real-time systems by providing both formal guarantees ori21]

temporal behavior leading to less testing and to ease lgngt

certification processes for safety-critical applicatiassvell
as providing an understanding of the systems overall tem-
poral behavior.
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