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Abstract

In this paper we focus on micro-segmented switched-
Ethernet networks with HaRTES switches. HaRTES
switches provide synchronous and asynchronous real-time
traffic scheduling, dynamic Quality-of-Service adaptation
and transparent integration of real-time and non-real-time
nodes. Herein we investigate the challenges of connect-
ing multiple HaRTES switches in order to build multi-hop
communication and we propose a method, named Dis-
tributed Global Scheduling, to handle the traffic forward-
ing in such an architecture while preserving the unique
properties of the single HaRTES switch case. Moreover,
we develop a response time analysis for the method. We
also evaluate the level of pessimism embodied in the anal-
ysis. Finally, we show the applicability of the proposed
method in an industrial setting by applying it in an auto-
motive case study.

1. Introduction

Over the last decades, the communication requirements
of networked real-time embedded systems became overly
complex, exceeding the capabilities of conventional com-
munication protocols. The complexity arises from ad-
vances in embedded equipments, increments in their func-
tionalities along with a high amount of information to be
exchanged within the embedded systems. On the other
hand, many challenges are imposed by new requirements
in the mentioned complex system when timeliness con-
straints must be enforced. These new requirements in-
clude incorporating the traffic with diverse activation pat-
terns (event- and time-triggered) and on-the-fly reconfig-
uration support without service disruption.

Ethernet was introduced as a promising approach for
the communication among embedded systems due to
properties such as cost, availability and expandability.
However the non-determinism of COTS Ethernet im-
paired its use in time-critical applications. Thus, many
Real-Time Ethernet (RTE) protocols were introduced to
overcome the limitations, such as EtherCAT, TTEthernet,
PROFINET IRT, to name a few. These protocols profit
from features of traditional Ethernet technology like high

throughput, affordability and availability, yet also provid-
ing deterministic communications.

However, most of the RTE protocols found in the liter-
ature have severe limitations dealing with dynamic real-
time applications. These applications are characterized
by having evolving requirements (e.g. message streams
may be added, removed and updated) which, despite be-
ing volatile, are subject to strict timeliness requirements.
RTE protocols that provide strict determinism adopt static
scheduling, thus impeding any sort of effective online
adaptation to the communication requirements.

As a result, the Hard Real-Time Ethernet Switch-
ing architecture (HaRTES) [1] [2] has been developed
in order to provide a more dynamic, adaptive and
resource-efficient protocol in distributed embedded sys-
tems. HaRTES supports all types of traffic including real-
time periodic, real-time sporadic and non-real-time traf-
fic. The former is classified as synchronous traffic and
the two latter types are identified as asynchronous traffic.
The non-real-time traffic is scheduled in the background.
Moreover, HaRTES allows reserving bandwidth for each
type of traffic (synchronous and asynchronous) in order to
create temporal isolation among them.

Distributed embedded systems comprising several tens
of nodes are becoming a commonplace. Handling such a
high number of nodes is far beyond the capacity of a single
switch. The single switch HaRTES architecture has been
investigated in depth, whereas the extension to multi-hop
communication is still an open issue. The effort to build
a multi-switch HaRTES architecture without jeopardizing
the unique dynamic, real-time and traffic isolation capa-
bilities of the HaRTES switch has been initiated in [3].
Herein, we complement one of the proposed solutions and
describe it in more detail. The main contributions of this
paper are:

1. We propose a method, namely Distributed Global
Scheduling (DGS), to handle the traffic in a multi-
hop HaRTES architecture, preserving the basic prop-
erties of the HaRTES architecture.

2. We develop a response time analysis for synchronous
traffic in a single-switch HaRTES architecture and
we extend it for the multi-hop architecture with the
DGS method. The response time analysis for asyn-



chronous traffic has been presented in [1] and it is out
of the scope of this paper.

3. Using the simulation tool presented in [4], we check
the validity of the response time analysis for a spe-
cific example and we study the potential pessimism
embodied in the analysis. The simulation tool was
extended to support the HaRTES framework.

4. Finally, we study the applicability of the method us-
ing an automotive case study.

The rest of the paper is organized as follows. The
next section describes the related work. Then, Section
3 presents the HaRTES architecture. Section 4 presents
the multi-hop HaRTES architecture. Section 5 presents
the system model, while Section 6 describes the response
time analysis. Section 7 shows the evaluation of the pro-
posed method and finally Section 8 concludes the paper
and presents future work.

2. Related Work

The literature on switched Ethernet is vast and there
have been many works addressing its adequacy to real-
time communication. There are relatively old research
proposals such as EtheReal [5] and the EDF Scheduled
Switch [6], both based on channel reservations supported
on enhanced switches.

In the meanwhile, many solutions to real-time Ethernet
actually made it to the market, such as TTEthernet [7] and
PROFINET IRT [8], both optimized for time-triggered op-
eration, and EtherCAT [9], optimized for quick forward-
ing with on-the-fly update of the Ethernet frames while
traversing the nodes.

Also, AFDX [10] is a network communication speci-
fication with enhanced forwarding and rate filters, which
has been used mainly in avionics. More recently, Audio
Video Bridging (AVB), which is the common name for
a set of technical standards developed by IEEE, is gain-
ing a momentum, mainly in the automotive industry. This
protocol supports clock synchronization, bandwidth reser-
vation and traffic shaping services. However its market
support is still residual and it has some intrinsic limita-
tions, like the low number of priorities (8 max.), lack of
explicit support of isochronous traffic and a rigid reserva-
tion mechanism, that has limited capabilities in terms of
specification of the stream properties.

These solutions, using enhanced switches, present im-
proved performance but result in high cost and lower
availability than current COTS Ethernet switches (IEEE
802.1D). Thus, several solutions were also researched and
eventually marketed, based on overlay protocols that con-
trol the traffic submitted to COTS switches. This is the
case of Ethernet POWERLINK [11] and the FTT-SE [12]
protocol, both using master/slave techniques.

Although the FTT-SE protocol provides a bandwidth-
efficient solution, it presents some structural limitations

due to the use of COTS switches. In fact, the protocol re-
quires all nodes to be FTT-compliant. This leads to have
a specific network device driver in the operating system.
HaRTES overcomes this problem by inserting the mas-
ter module inside the switch in order to add traffic con-
finement capabilities to the switch. We will focus on the
HaRTES switch in this paper.

Despite the obvious similarities between FTT-SE and
HaRTES, there are also subtle but important differences,
which have a strong impact in the operation and perfor-
mance of both protocols. In particular, in HaRTES it is
possible to have differentiated bandwidth allocations, i.e.,
different links may have different reservations, which are
computed individually, according to the traffic that actu-
ally crosses them. Therefore, the direct application of the
results previously developed for multi-hop communica-
tion in FTT-SE networks (e.g. [13]) would result in sub-
optimal performance. This, in fact, is the main reason that
motivated this work.

Concerning the timing analysis of multi-switch Ether-
net networks, several methods are also available. For ex-
ample, Network Calculus is used in [14] to analyse the
end-to-end delays in FTT-SE using a single master multi-
switch topology and in [15] for networks of standard Eth-
ernet switches. The work in [16] presents three methods
to derive the end-to-end traffic delays in a multi-switch
AFDX network, namely using Network Calculus, network
simulation and model checking, among which Network
Calculus exhibited a higher pessimism. A tighter timing
analysis for AFDX networks can be achieved using the
trajectory approach as reported in [17]. However, it has
been shown in [18] that for some specific cases, which
have not existed in AFDX configuration, the trajectory ap-
proach presents some optimism.

Network calculus is also used in [19] to derive end-
to-end traffic delays for Ethernet AVB, showing a case
study based on an automotive infotainment system. The
work in [20] presents a worst-case delay verification of
in-vehicle Ethernet networks using the same analytical
framework to generate upper bounds and checking them
against experiments in worst-case scenarios.

A different approach is followed in [21] and [22] that
derive end-to-end delay bounds for a single flow in FIFO
multiplexed sink-tree networks using a modified Network
Calculus framework. These works use partitioning of a
network topology into a set of logically separated sink-
trees having egress nodes at the root and ingress nodes
at the leaves. The traffic is aggregated in the nodes by
introducing a FIFO policy called aggregated scheduling.
A class of service curves is introduced to determine the
service that is received in an aggregate scheduling net-
work. Furthermore, the work in [23] utilized the men-
tioned method to investigate an admission control in sink-
tree networks.

In this paper we present a response time analysis ap-
plied to the multi-hop HaRTES architecture, as the Net-
work Calculus showed higher pessimism in similar cases.
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3. HaRTES Architecture

We define the HaRTES architecture as a micro-
segmented network using exclusively HaRTES switches.
The switch is responsible to schedule the traffic, both
synchronous and asynchronous types, on-line according
to any desired scheduling policy, e.g., Fixed Priority
Scheduling Policy. The switch organizes the communi-
cation in fixed-duration time-slots, designated Elementary
Cycle (EC). Each EC is composed by two windows, one
for scheduling the synchronous traffic and the other one
for asynchronous traffic (Figure 1).

HaRTES 

Synchronous Window Asynchronous Window 

Elementary Cycle (EC) 

TM 

Figure 1. The EC Partitioning in HaRTES

The HaRTES switch implements a central repository
which contains all information related to the traffic man-
agement, namely the message attributes. Such attributes
include deadline, minimum inter-arrival time/period, mes-
sage length and priority.

Synchronous messages are activated and scheduled by
the switch. In each EC the switch computes the new ac-
tivations, updates the ready queue and determines which
messages that fit in the EC’s synchronous window. The
scheduled messages are encoded into a Trigger Message
(TM) which is then transmitted to the slave nodes at the
beginning of the EC. In contrast to the synchronous mes-
sages, asynchronous traffic is transmitted autonomously
by the slave nodes and forwarded by the switch through
a hierarchy of servers [1]. This leads to enforced traffic
isolation that effectively handles the distribution of shared
resources and guarantees the minimum QoS levels.

The HaRTES switch has two kinds of latency, known
as store-and-forward delay and hardware fabric latency.
The former delay corresponds to the time required to re-
ceive the message before forwarding it to the output link,
thus it depends on the message size and bit rate, while
the latter delay is due to the message processing inside
the switch. The summation of the two latencies is called
switching delay.

The main aim of the scheduler inside the switch is to
schedule the messages on-line without causing overrun in
the EC, i.e., all scheduled messages should be received
by the end of the EC. The HaRTES switch is full du-
plex which means that transmission of messages in up-
links (nodes to switch) and downlinks (switch to nodes)
are distinguished. In order to keep track of the utilization
of the allocated windows in each link, the scheduler con-
siders two bins per link and per window, representing the
uplink and the downlink. The size of the bins is equal to
the length of the windows allocated in the EC. The sched-
uler starts from the higher priority message in the ready
queue and fills the bins associated to the links in the route

of the message. Also, the scheduler takes into account the
switching delay of the message when filling the associated
bins.

Assume a network example depicted in Figure 2 and
consider that two messages, m1 and m2, are ready to be
transmitted from node S1 to node S2, and from node S3
to node S2, respectively.

HaRTES 

S1 S2 S3 

Figure 2. HaRTES Network Example

As it is shown in Figure 3, the scheduler considers 3
bins to schedule messages m1 and m2. These 3 bins are
the uplinks from node S1 and S3, and the downlink to
node S2. Assume that m2 is the higher priority message.
Therefore, the scheduler first fills the uplink bin S3 and the
downlink bin S2 with m2 considering its switching delay.
Continuously, the scheduler picks m1, as the next ready
message in the ready queue, and fills the uplink bin S1 and
the downlink bin S2. Note that messages m1 and m2 are
sent to the switch concurrently, thus the switching delay
does not add up. In the worst case it suffices to consider
the longest delay, which is the reason why in Figure 3 only
the m2 switching delay is considered in the downlink S2.
Also note that, in the example the size of m2, hence the
size of its switching delay, is greater than the size of m1.
In general, in each EC the scheduler picks the maximum
switching delay among the messages that fit in that EC.
This mechanism will be taken into account in the response
time analysis.

Uplink 
bin S1 

Downlink 
bin S2 

Uplink 
bin S3 

m1 
m2 

m2 

Switching 
delay  

m2 

m1 

Figure 3. The Bins for Scheduling

In the above outlined example, both m1 and m2 fit in
the respective bins, thus they can be transmitted during the
next EC.

4. Multi-Hop HaRTES Architecture

In this section, we describe a topology of the multi-hop
HaRTES architecture as well as the DGS method for the
message forwarding in such an architecture.
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4.1 Multi-Hop HaRTES Topology
In order to build an architecture with multiple HaRTES

switches, we propose to connect the switches in a tree
topology as illustrated in Figure 4. This topology is com-
monly found in distributed embedded systems, presenting
a good compromise between cabling length and routing
complexity.

In this architecture we define two types of messages.
The messages that are transmitted between nodes con-
nected to the same switch are called local messages,
whereas the messages that are transmitted between two
nodes connected to different switches are called global
messages. Moreover, we define the connections between
nodes and a switch as local-links, while the connections
among the switches are defined as inter-links. Finally, the
HaRTES switch on the top of the tree topology is called
the root switch.

H1 

H2 

A B C 

D 

H3 

E F 

H4 

G 

H5 

H 

Figure 4. The Multi-Hop HaRTES Architec-
ture

4.2 DGS Method
In this section, we propose a method, named Dis-

tributed Global Scheduling (DGS), to handle the traffic
forwarding through multiple switches.

In this method, the scheduling of global traffic is car-
ried out in a distributed fashion by all involved switches.
Basically, each switch schedules its hop without distinc-
tion of global or local messages. Firstly, the switch to
which the source node is directly connected to, schedules
the message for transmission and stores it in its own mem-
ory, thus behaving as a consumer of the message. Then,
in a posterior EC, the next switch in the route sched-
ules the message for transmission, which is sent by the
first switch and stored in the local memory of the sec-
ond switch. The step-wise scheduling continues until the
last switch, for which the destination node is connected
to. The last switch schedules the message to be received
and transmitted to the destination node, as the consumer
of the message is attached to that switch. Thus, the mes-
sage is not buffered in the last switch and it is immediately
forwarded to the destination node in one EC.

In order to keep the time-triggered model for syn-
chronous global traffic, the messages are activated peri-
odically in the switches considering a phase defined for
each message. The phase for a message is defined differ-
ently in each switch in the route of the message, and it

determines a time delay between the activation time in the
switch where the message is being scheduled and the ac-
tivation time in the source node. The phase is specified in
number of ECs and is essential to guarantee that, in each
hop, messages are always forwarded after being received
from the previous switch.

To illustrate the operation of the message forwarding
process, consider the network depicted in Figure 4 and
the Gantt chart represented in Figure 5. Message m1 shall
be transmitted from node D, connected to switch H2, to
node E, connected to switch H3. Firstly, H2 schedulesm1

and stores it in its own local memory (ECk). In the fol-
lowing EC the message is scheduled by switch H1, being
transferred from the internal memory of H2 to the internal
memory of H1 (ECk+1). Finally, the message is sched-
uled by H3, being transmitted from the internal memory
of H1 to node E (ECk+2). In the first two ECs there is
no impact of the switching delay on the message response
time since the message is buffered in the switch, while in
the last EC the switching delay needs to be accounted for
as the message is forwarded to the destination node with-
out being buffered.

Note that this is a very simple case. In reality mes-
sages may be delayed several ECs in each switch if sev-
eral higher priority messages, exceeding the capacity of
the EC, are waiting to be transmitted in the interlink that
connects the switches. Thus, the phase for a message, to
be taken into account in each hop, is the worst-case re-
sponse time of the message from the source node to that
hop, i.e, the maximum delay accumulated in the ancestor
links.

D 

Synchronous Window 

H2 

H1 

m1 

m1 

EC k 

E 

Synchronous Window 

EC k+1 

Synchronous Window 

EC k+2 

m1 

m1 

m1 

m1 

Scheduled by H2, with 
phase = 0 and 
buffered in H2 

Scheduled by H1, with 
phase = 1 and 
buffered in H1 

Scheduled by H3, with 
phase = 2 and 

forwarded to E 

Figure 5. The Operation of the DGS Method

The definition of consistent phases in the transmis-
sion of synchronous messages across multiple switches
requires global synchronization. The HaRTES architec-
ture guarantees a contention-free transmission of the TM,
which is broadcasted to all the nodes connected to a
switch, including other switches down the tree topology.
Therefore, the TM can be used as a precise time mark. In
this proposal, all switches synchronize with their parent
switch whenever receiving a TM, hence providing syn-
chronized ECs. The exception is the root switch, which
behaves as a time master.

The asynchronous traffic is forwarded by the switches,
within the asynchronous windows through a hierarchy of
servers. During the synchronous windows, or when the
capacity of associated servers is exhausted, such traffic is
suspended and queued.
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5. System Model

In this paper, we use the real-time periodic model to
represent synchronous messages. The message set, com-
posed by N messages, is defined as follows:

Γ = {mi(Ci, Di, Ti, Pi, Si, Dsi,Li), i = 1..N} (1)

In this model, Ci is the transmission time,Di is the rel-
ative deadline and Ti is the period of mi. The period and
deadline for the messages are stated as an integer num-
ber of ECs. The priority of mi is denoted by Pi and the
messages may share a priority level. Moreover, Si is the
source node and Dsi is the destination node of the mes-
sage. Currently we restrict our analysis to unicast streams,
hence only one destination port per message is considered.
Li is the set of links thatmi passes through. Each element
in Li presents a tuple l =< x1, x2 > which shows a link
l between node/switch x1 to node/switch x2. Note that,
as the switch is full duplex, the sequence inside the tuple
shows the direction of the message transmission in that
link.

In addition we consider a fixed-priority scheduling pol-
icy and that the priority of messages is assigned according
to the Rate-Monotonic algorithm.

The switching delay of messages consists of the store-
and-forward delay, which is denoted by SFDi, and the
fabric latency, specified by ∆. Note that, the store-and-
forward delay equals to the transmission time (Ci) of the
message.

In the HaRTES architecture, all messages scheduled to
be transmitted in one EC, should be received by the end of
the EC. In order to prevent overruns, scheduling of mes-
sages that cannot be fully transmitted within the transmis-
sion window is delayed for the next EC, e.g., m3 in Fig-
ure 6.

m3 HaRTES 

Synchronous Window 

m5 

EC k 

Synchronous Window 

EC k+1 

m6 m1 m3 

Idle Time 

Figure 6. Inserted Idle Time

This property introduces an idle time in each transmis-
sion window. The idle time is denoted by I and should be
taken into account in the response time analysis.

6. Response Time Analysis

In this section, we present the response time analysis
for the single-switch HaRTES architecture. Then, we ex-
tend the presented analysis for the DGS method.

6.1 Single-Switch Response Time Analysis
The scheduling policy in the HaRTES switch is based

on bandwidth reservation in each link which presents

a resemblance with the periodic model in hierarchical
scheduling [24]. Thus, in this paper we have used the as-
sociated analysis based on a request bound function (rbf)
and a supply bound function (sbf) as a suitable method for
evaluating the response time of the messages. The rbf(t)
represents the maximum load generated by a message and
the sbf(t) is the minimum effective communication ca-
pacity that a link in the network provides.

As the period and the deadline for messages are stated
in number of ECs, the response time of mi is also com-
puted in number of ECs as shown in (2), where θls,ldi =

min(t > 0) : sbf ls,ldi (t) ≥ rbf ls,ldi (t). The response
time is calculated in the route of the message that contains
the source node local-link (ls) and the destination local-
link (ld).

RT ls,ld
i =

⌈
θls,ldi

EC

⌉
(2)

rbf ls,ldi (t), as shown in (3), is computed by summing
the transmission time of mi, the interference from other
messages and the switching delay of the interfering mes-
sages as well as the switching delay of mi itself.

rbf ls,ldi (t) = Ci +W ls,ld
i (t) + Isls,ldi (t) (3)

The interference from other messages is caused by the
messages with a same or higher priority than mi which
share link ls or ld with mi and it is denoted by W ls,ld

i (t).
This type of interference is called Shared Link Delay
(SLD).

In order to calculate the SLD, all higher or same pri-
ority messages (hep(mi)) that share link ls or ld with mi

should be accounted for. The SLD computation is shown
in (4).

W ls,ld
i (t) =

∑
∀j∈[1,N ]

∧ mj∈hep(mi)
∧(ls∈Lj∨ld∈Lj)

⌈
t

Tj

⌉
Cj (4)

As described in Section 3, the switching delay of inter-
fering messages is combined with the switching delay of
message mi, in order to bound its impact in the transmis-
sion window. The switching delay interference is denoted
by Isls,ldi (t).

To determine the switching delay interference
Isls,ldi (t), we define a multi-set Gls,ld

i (t) which contains
the switching delays of all messages that contribute
to the SLD and are activated within interval [0, t) as
well as the switching delay of mi. Such a method was
introduced in [25] to improve the response time analysis
of a synchronization protocol in a hierarchical scheduling
framework. A message may be activated several times
within an interval. Therefore, all activation instants
of a message need to be added to the multi-set. The
multi-set is formulated in (5), where y shows the number
of instances that the message mj is activated, hence y
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number of switching delays for that message should be
added to the multi-set.

Gls,ld
i (t) = {

⋃
y=1..d t

Tj
e

(SFDj + ∆) : mj ∈ hep(mi)

∧(ls ∈ Lj ∨ ld ∈ Lj)} ∪ (SFDi + ∆)
(5)

Tracking time t, in the analysis, one element per each
EC will be taken from Gls,ld

i (t) and to consider the worst-
case scenario, the largest element will be selected. There-

fore, we define a sequence
(
Gls,ld

i (t)
)sort

that includes

the switching delay values from Gls,ld
i (t) in a descending

order. The computation of the switching delay interfer-
ence is shown in (6), where z(t) denotes the number of
ECs that has been passed, hence the number of elements

from
(
Gls,ld

i (t)
)sort

.

Isls,ldi (t) =

z(t)∑
k=1

(
Gls,ld

i (t)
)sort

[k] (6)

z(t) =

⌈
t

EC

⌉
(7)

sbf ls,ldi (t) is the communication capacity that links ls
and ld provide in the time interval [0, t). Note that each EC
comprises a window dedicated to each type of traffic and
therefore a different length can be set for each link (i.e.,
LW ls for the source local-link and LW ld for the destina-
tion local-link). The minimum guaranteed window size,
which may actually be used to carry messages, is smaller
than the nominal value due to the need of preventing win-
dow overruns, being given by LW ls − I lsi for the source
local-link, as an example. The idle time is upper bounded
by the maximum packet size of mi and all messages with
a higher priority than mi sharing link ls or ld with mi.
Therefore, the supply bound function is computed in (8),
where the idle time for link l is computed in (9). Note
that, the window length provided in the source local-link
may be different from the destination local-link. In order
to consider the worst-case scenario we take the minimum
between them in (8).

sbf ls,ldi (t) =
min(LW ls − I lsi , LW ld − I ldi )

EC
× t (8)

I li = max
∀mp∈hep(mi)∧ l∈Lp

(Cp) (9)

Note that the sbf ls,ldi (t) presented in (8) is the approx-
imation of the supply bound function. However, as we
calculate the response time in number of ECs, the approx-
imation does not introduce additional pessimism. Figure 7
shows the exact sbf ls,ldi (t), the approximation of that and
the rbf ls,ldi (t) for mi.

t 

load sbfi
ls,ld(t) 

Approx. 
sbfi

ls,ld(t) 
rbfi

ls,ld(t) 

EC1 EC2 EC3 

Ci 

RTe RTa 

Figure 7. The Approximation of the Supply
Bound Function

The rbf ls,ldi (t) meets both exact and approximate
sbf ls,ldi (t) in the third EC. Thus, the response time using
both sbf ls,ldi (t) and the approximation is 3 EC. There-
fore, we can use the approximation of the supply bound
function in this particular network protocol to calculate
the exact response time.

Determining θls,ldi in (2) requires checking the inequal-
ity at all instants where rbf ls,ldi (t) changes due to the in-
terference of other messages. Such set of checkpoints is
given in (10).

CP
rbf

ls,ld
i

= {
⋃
cpma

: ma ∈ hp(mi)

∧(ls ∈ La ∨ ld ∈ La)} ∪ Ti
(10)

where, cpma
= Ta, 2Ta, ..., αTa, α =

⌊
Ti
Ta

⌋
The response time analysis for asynchronous streams

for a single-switch HaRTES architecture is presented
in [1], hence it is out of the scope of this paper.

6.2 Multi-Hop Architecture Response Time Analysis
In this section, we extend the presented analysis for the

context of a multi-hop HaRTES architecture.
As described in Section 4, in the DGS method, the

global messages are buffered in each switch before be-
ing scheduled by the next switch. Therefore, the response
time of the global messages is the sum of response times
in each switch, which is calculated separately. Moreover,
local messages are transmitted through one switch within
the same window as global messages (i.e., synchornous
window). Thus, the global and local messages that share
links may interfere with each other.

Global messages are buffered in each switch, except in
the last switch where they are forwarded to the destination
node in the same EC, i.e., the last switch acts as a single-
switch case. Therefore, response time analysis in the last
switch is computed similarly to the analysis presented in
Section 6.1. However, in the other switches, the messages
are scheduled for the input links, only. Thus, the response
time analysis should be performed for each one of the in-
put links of the switches.

The response time for a global message mi is calcu-
lated in (11), where l is the set of links in the route of the
message except the last two links (i.e., the inter-link to the
last switch denoted by lx and the local-link to the desti-
nation node denoted by ld). The response time in the last
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switch RT lx,ld
i is computed similarly to the single-switch

case as presented in Section 6.1.

RTi =
∑

∀l∈Li∧ l 6=lx 6=ld

RT l
i +RT lx,ld

i (11)

The response time in link l is computed in number
of ECs as shown in (12), where Θl

i = min(t > 0) :
sbf li (t) ≥ rbf li (t).

RT l
i =

⌈
Θl

i

EC

⌉
(12)

rbf li (t) is calculated similarly to (3), except consider-
ing l instead of two links (ls, ld). Moreover, thanks to the
buffering feature of the switch, the switching delay is not
applicable as we are not forwarding the messages in the
same EC, i.e., Isli(t) = 0. Therefore, rbf li (t) is computed
in (13).

rbf li (t) = Ci +W l
i (t) (13)

The SLD (W l
i (t)) is the interference from the same or

higher priority messages than mi which share link l with
mi. This delay is computed in (14).

W l
i (t) =

∑
∀j∈[1,N ]

∧ mj∈hep(mi)∧
l∈Lj

⌈
t

Tj

⌉
Cj (14)

sbf li (t) is also computed similarly to (8), except there
is one link l available for message transmission. There-
fore, the supply bound function is calculated in (15),
where I li is computed in (9).

sbf li (t) =
LW l − I li
EC

× t (15)

In order to determine the checkpoints in which rbf li (t)
changes due to the interference of other messages, we ver-
ify the checkpoints similarly to (10), except considering
one link l instead of ls and ld.

Note that, the response time analysis for local messages
is performed similarly to the single-switch case.

7. Evaluation

In this section, we present two different evaluations.
First, we check the validity of the presented response time
analysis by comparing the results observed from simula-
tion with the ones calculated by the analysis, using a high
loaded example. Then, we investigate the applicability of
the DGS method in an industrial setting by applying this
method in an automotive case study.

7.1 Analysis Evaluation
In this evaluation, we assess the level of pessimism em-

bodied in the analysis by loading up the links in a network
example. In order to simulate the example we have used

the simulation tool presented in [4]. However, the simu-
lation tool was initially developed to evaluate the FTT-SE
protocol architectures. Therefore, for this paper, we have
modified the tool to support the proposed method.

The simulation tool [4] has been implemented using
Simulink. The kernel of the tool has been designed in a
cycle-based way such that it is easy to accommodate any
FTT-based protocols. To modify the tool for this paper we
have changed the scheduler module in the kernel.

In order to evaluate the analysis, we considered a net-
work comprising 4 switches along with 10 nodes, as de-
picted in Figure 8.

HaRTES1 

HaRTES2 HaRTES3 

n1 

n3 n5 n6 n7 n8 

HaRTES4 

n9 
n4 

n2 

n10 

Figure 8. A Network Example

We defined 28 messages that include both local and
global traffic. The parameters of the defined messages are
shown in Table 1. From the defined messages we tagged
two of them, one local and one global, and we generated
an unfavorable situation for them. The tagged message
m1, as a global message, and m2, as a local message. In
order to increase the interference for the tagged messages,
we assigned the lowest priority to them. Also, for the
global tagged message, we selected the longest route in
the network to increase the total interference that it is sub-
ject to, which accumulates over each link that the message
crosses. The other messages (m3 to m28) are defined to
interfere with the two tagged messages such that they gen-
erate a long delay for them. The periods of the interfering
messages are selected within [4, 12]EC and the priorities
of them are selected based on the Rate Monotonic algo-
rithm within [1, 10]. Moreover, the transmission time of
the interfering messages are chosen within [100, 123]µs,
where 123µs equals to 1542KB as the maximum Ethernet
frame size. Note that, a higher value for Pi equals to the
lower priority (i.e., 1 presents the highest priority).

In this example, the network capacity is set to
100Mbps and the switch latency is ∆ = 3µs. Also,
the EC is considered to be 1ms. Moreover, we assigned
600µs to the synchronous window within the EC.

We simulated the above described example for a hyper
period (least common multiple of the periods), which is
27720 ECs. Figure 9 illustrates the maximum response
time of the messages measured from the simulation and
the ones computed using the proposed analysis. In this
figure, the x-axis represents a message id and the y-axis
shows the message response time in number of ECs.
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Figure 9. Response Time of the Messages using the DGS Method

ID T=D (EC) P C(µs) S Ds G/L
m1 12 10 123 n3 n8 G
m2 12 10 123 n5 n6 L
m3 5 1 123 n3 n1 G
m4 6 2 123 n3 n2 G
m5 7 3 100 n4 n1 G
m6 8 4 123 n4 n2 G
m7 9 5 100 n3 n8 G
m8 9 6 123 n4 n9 G
m9 10 7 123 n5 n8 G
m10 11 8 123 n6 n9 G
m11 11 9 100 n7 n10 G
m12 12 10 110 n9 n8 L
m13 4 1 123 n1 n9 G
m14 6 2 123 n1 n10 G
m15 9 4 100 n4 n10 G
m16 5 1 100 n7 n6 L
m17 6 2 123 n7 n6 L
m18 7 3 123 n5 n6 L
m19 7 6 123 n5 n7 L
m20 10 7 123 n5 n6 L
m21 10 8 110 n5 n6 L
m22 12 10 123 n7 n6 L
m23 4 1 123 n1 n6 G
m24 6 2 123 n8 n6 G
m25 7 3 110 n10 n6 G
m26 10 8 123 n5 n6 L
m27 4 1 123 n7 n6 L
m28 6 2 123 n5 n7 L

Table 1. The Tagged Message Parameters

As we can see from the results, the analysis introduces
a pessimism for both local and global messages. The re-
sponse time measured in the simulation for m1 (as the
global tagged message) is 7EC, while the analysis cal-
culates 10EC. Moreover, the local tagged message (m2)
has 10EC computed response time, while it is measured
5EC in the simulation.

We believe that the pessimism in the analysis stems
from two different sources.

The first source of the pessimism is the phase of mes-

sages, described in the DGS method, which is not con-
sidered in the response time analysis. As we observed in
the simulation, neglecting the phase in the analysis is the
main reason of the pessimism. However, adding that to
the analysis is not straightforward and it is one of the di-
rections for future work.

In order to describe the pessimism cause, assume a
simple network example depicted in Figure 10. Also, con-
sider two messages, m1 transmitted from n1 to n2 and m2

transmitted from n3 to n2. We assume m2 is the lower
priority message and that each message needs one EC for
transmission. The defined messages share the n2 down-
link. Therefore, when computing the response time for
m2, the interference from m1 is added.

H1 

H2 

n1 

n2 n3 

Figure 10. A Network Example to Show the
Pessimism

The scheduling window is depicted in Figure 11. m1 is
transmitted to switch H1 in EC1, then it is forwarded to n2
in EC2. m2 is transmitted in the first EC, where m1 does
not interfere in that EC. Therefore, m1 does not delay m2

as it is transmitted with a 1EC phase. Considering this ex-
ample, the response time for m2 is 1EC, while by adding
the interference ofm1 in the analysis, it is computed 2EC.

The second source of the pessimism is the calculation
of the switching delays for the interfering messages.

For the global messages we consider the switching de-
lay in the last switch of the route of the message, only.
However, it can produce a pessimism when we define sev-
eral interfering messages sharing links with the message
under analysis in the last switch. The reason is that the
scheduler takes the maximum switching delay of the mes-
sages scheduled for each EC, while in the analysis, as we
do not have such an information, we consider the max-
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imum switching delay among all messages that are acti-
vated during an interval of time.

n1 

Synchronous Window 

H1 

n2 

m1 

m1 

EC 1 

n3 

Synchronous Window 

EC 2 

m2 

m2 

m1 

m1 

Figure 11. Scheduling Window for Pes-
simism Example

7.2 Automotive Case Study
Currently the interest of using high bandwidth network

technologies in automotive industries is growing rapidly.
This demand is inherent in the use of innovative applica-
tions as well as entertainment devices in a vehicle. The
work presented in [26] and [27] investigate the perfor-
mance of in-car switched Ethernet using real traffic sets in
a vehicle. The former work studies the use of traffic with-
out prioritization in a switched Ethernet network, whereas
the latter work investigate the average end-to-end delay of
the same traffic set with prioritization and scheduling it us-
ing a weighted fair queuing. In this case study, we use the
same set of traffic as in [26] and we define a network using
HaRTES switches on which we apply the DGS method.

The network comprises 12 nodes, including the Head
Unit, cameras, a multimedia node and control nodes. The
network topology for this case study is depicted in Fig-
ure 12, where the nodes are connected according to the
geometrical arrangement of nodes in a vehicle (HaRTES2
is in the front and HaRTES3 is in the rear of the vehicle).

HaRTES1 

CAM1 

FCAM 

Control1 Control2 

Control4 Head  
Unit 

RSE MMD 

CAM2 CAM3 

HaRTES2 HaRTES3 

Control3 

PUCAM 

Figure 12. Network Topology for Automotive
Case Study

There are three different types of traffic including con-
trol data, camera streaming, video and audio streaming.
The parameters of the traffic are given in Table 2.

In this example, all traffic types are synchronous. We
set the EC length to 2ms, where we, within the EC, as-
signed 1700µs to the synchronous window.

The maximum end-to-end delay of the messages as
they are measured from the simulation and their corre-
sponding deadlines in number of ECs are shown in Ta-
ble 3. The more critical messages in this set is the control
messages (m1 to m4) with very short and firm deadlines.
The other messages have larger deadlines as they are au-
dio and video streams. As it can be seen from the results,
all deadlines are met by observing the response time of the
messages using the simulation.

ID D(EC) RT(EC) ID D(EC) RT(EC)
m1 5 2 m6 22 2
m2 5 2 m7 22 2
m3 5 2 m8 22 1
m4 5 1 m9 75 1
m5 22 2 m10 75 1

Table 3. Response Time of the Automotive
Case Study

8. Conclusion and Future Work

In this paper we investigated the challenges of multi-
hop communication using HaRTES switches. We pro-
posed a method to handle traffic forwarding when con-
necting multiple HaRTES switches in a tree topology.
The proposed method is based on buffering the mes-
sages in each hop and scheduling them for the following
ECs. Also, we developed a response time analysis for
the single-switch HaRTES architecture and we extended
it for the multi-switch case. We evaluated the response
time analysis by comparing the results obtained from the
analysis with the ones measured in the simulation using
an example. Also, we showed the applicability of the pro-
posed method using an industrially inspired case study.

Our future work aims at: (i) improving the response
time analysis by further removing the sources of pes-
simism in the analysis (e.g., adding the phase of the mes-
sages into the analysis), and (ii) implementing the pro-
posed method in the HaRTES switches and experimen-
tally validate the methodology.
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