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#### Abstract

This paper addresses two major problems in probabilistic analysis of real-time systems: space and time complexity of convolution of discrete random variables. For years, these two problems have limited the applicability of many methods for the probabilistic analysis of real-time systems, that rely on convolution as the main operation. Convolution in probabilistic analysis leads to a substantial space explosion and therefore space reductions may be necessary to make the problem tractable. However, the reductions lead to pessimism in the obtained probabilistic distributions, affecting the accuracy of the timing analysis. In this paper, we propose an optimal algorithm for down-sampling, which minimises the probabilistic expectation (i.e., the pessimism) in polynomial time. The second problem relates to the time complexity of the convolution between discrete random variables. It has been shown that quadratic time complexity of a single linear convolution, together with the space explosion of probabilistic analysis, limits its applicability for systems with a large number of tasks, jobs, and other analysed entities. In this paper, we show that the problem can be solved with a complexity of $\mathcal{O}(n \log (n))$, by proposing an algorithm that utilises circular convolution and vector space reductions. Evaluation results show several important improvements with respect to other state-of-the-art techniques.
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## 1 Introduction

In the last decades, probabilistic timing analysis has emerged as an important concept for assurance of real-time guarantees in various fields [10]. Compared to the deterministic-based worst-case execution time model, a probabilistic model of time parameters offers more expressiveness and a higher degree of representation of the actual system behaviour. Besides
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that, it can be more applicable for soft real-time systems, and systems with below-worst-case provisioning, that in general are more present than the strictly hard-real time systems.

One of the major concepts that has been used in the analysis of real-time systems is the linear convolution, which is also known as addition, when used on discrete random variables. This operation has been studied and adjusted for the analysis of real-time systems in many papers throughout the years $[12,19,20,22]$, while its mere use is present in almost all research areas of probabilistic real-time systems [10].

However, as shown by Davis and Cucu-Grosjean [10], one of the main obstacles for probabilistic timing analysis is the fact that the linear convolution in the worst-case exhibits $\mathcal{O}\left(n^{2}\right)$ time and space complexity. This problem was first addressed with distribution downsizing techniques [ $19,20,22,25]$, and later with the analytical methods [6-8, 27, 28] for the determination of deadline-miss probability. There are many benefits of using analytical methods, the major one being the reduction of the time and space complexity. However, analytical methods come with some limitations: (i) they often introduce over-approximation in the resulting deadline-miss probabilities [28], and (ii) the most accurate methods rely on convolution, e.g., Pruning and Unify, proposed by von der Brüggen et al. [28]. Moreover, analytical methods do not provide comprehensive information on the resulting probabilistic distributions. This can be very important for many present problems in the analysis of real-time systems since there are many more potential goals other than determining deadline miss probabilities, e.g., computing cache-miss probability, analysis of random replacement caches [11], analysis of the tasks with multiple probabilistic parameters [18], etc.

This research. There is a rich area of past and future research that is limited by the space and time complexity of linear convolution. In this paper, we focus on further reducing the space and time complexity of convolution-based analyses, as a fundamental operator for the probabilistic analysis of real-time systems. One of the main exploration lines seized in this paper is the concept from mathematics and signal processing known as the circular convolution $[15,23]$. The main contributions of this paper are:

- An algorithm for optimal down-sampling of random variables in terms of probabilistic expectation is proposed, which represents the quantitative degree of pessimism when analysing real-time systems. (Section 3)
- Methods which reduce the time complexity of convolution between two random variables from $\mathcal{O}\left(n^{2}\right)$ (linear convolution from state-of-the-art) to $\mathcal{O}(n \log (n))$. (Section 4)
The results of evaluation show that the proposed methods can be applicable for probabilistic analysis of real-time systems even with large numbers of analysed entities.

Organisation. The remainder of this paper is organised as follows. In Section 2, we describe the basic terminology and mathematical notation used in the paper. Section 3 describes the proposed algorithm for optimal down-sampling of random variables. Section 4 presents algorithms to reduce the time complexity of addition between two random variables. The evaluation is described in Section 5, the related work is presented in Section 6, and the paper is concluded with Section 7.

## 2 Terminology and mathematical notation

- Definition 1 (Discrete Random Variable). A discrete random variable $X$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is defined to be a measurable function $X: \Omega \rightarrow \mathbb{R}$ such that the image $X(\Omega)$ is a countable subset of $\mathbb{R}$, and $\{\omega \in \Omega: X(\omega)=x\} \in \mathcal{F}$ for $x \in \mathbb{R}$.

In the above definition, $\Omega$ is a sample space, the set of all possible outcomes. $\mathcal{F}$ is an event space, where an event is a set of outcomes in the sample space. $\mathbb{P}$ represents a probability

Table 1 List of important symbols used in the paper.

| Symbol | Brief explanation |
| :--- | :--- |
| $X, Y, Z$ | Discrete random variables in form of two-row matrices. |
| $X^{\prime}$ | Down-sampled random variable. |
| $\mathbf{V}, \mathbf{W}, \mathbf{Q}$ | One-column vectors representing $X, Y$, and $Z$ in the given order. |
| $\|\mathbf{V}\|$ | Cardinality of vector $\mathbf{V}$. |
| $\mathbf{V} \odot \mathbf{W}$ | Element-wise product between two vectors. |
| $\mathcal{F}\{\mathbf{V}\}$ | Fourier Transform of vector $\mathbf{V}$. |
| $\mathcal{F}^{-1}\{\mathbf{V}\}$ | Inverse Fourier Transform of vector $\mathbf{V}$. |

function, that assigns each event in the event space a probability.
The image of $\Omega$ under $X$ is denoted with $\operatorname{Im} X$, and it is the set of values taken by $X$, with positive probability.

Given a random variable $X$, we define the cumulative distribution function of $X$ as $F_{X}(x)=\mathbb{P}(X \leq x)$, and its expected value (expectation) as $\mathbb{E}(X)=\sum_{x \in \operatorname{Im} X} x \cdot \mathbb{P}(X=x)$.

Throughout the paper, we will use a two-row matrix to represent the mapping between the obtainable values (sorted in increasing order), and their respective probabilities:

$$
X \sim\left[\begin{array}{cccc}
x_{1} & x_{2} & \cdots & x_{n}  \tag{1}\\
\mathbb{P}\left(X=x_{1}\right) & \mathbb{P}\left(X=x_{2}\right) & \cdots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right]
$$

where the symbol $\sim$ denotes that the random variable $X$ has the probability distribution described by the two-row matrix, and $n$ is the cardinality of $\operatorname{Im} X$.

- Definition 2 (Usual Stochastic order [26]). Two random variables $X$ and $Y$, with cumulative distribution functions $F_{X}$ and $F_{Y}$, are said to be in the usual stochastic order, denoted as $X \succeq Y$, if and only if $\forall x, F_{X}(x) \leq F_{Y}(x)$.
- Definition 3 (Independence). Two (discrete) random variables $X$ and $Y$ are independent if the pair of events $\{X=x\}$ and $\{Y=y\}$ are independent for all $x, y \in \mathbb{R}$. Formally,

$$
\mathbb{P}(X=x, Y=y)=\mathbb{P}(X=x) \mathbb{P}(Y=y) \quad \text { for all } x, y \in \mathbb{R}
$$

- Definition 4 (Convolution or sum of random variables). If $X$ and $Y$ are independent discrete random variables on $(\Omega, \mathcal{F}, \mathbb{P})$, then $Z=X+Y$ has the mass function

$$
\mathbb{P}(Z=z)=\sum_{x=-\infty}^{\infty} \mathbb{P}(X=x) \mathbb{P}(Y=z-x) \quad \text { for } z \in \mathbb{R}
$$

- Definition 5 (Element-wise product). The element-wise product (also known as, Hadamard product, point-wise product, and Schur product) between two matrices $\mathbf{A}$ and $\mathbf{B}$ of the same dimension $m \times n$ is denoted as $\mathbf{A} \odot \mathbf{B}$.

Definition 6 (Discrete convolution between two vectors). Given two vectors $\mathbf{V}$ and $\mathbf{W}$ of equal length $n$, the discrete convolution between the two vectors is defined as

$$
(\mathbf{V} * \mathbf{W})=\sum_{i=1}^{n} \mathbf{V}(i) \mathbf{W}(n-i)=\sum_{i=1}^{n} \mathbf{W}(i) \mathbf{V}(n-i)
$$

where $\mathbf{V}(i)$ (and $\mathbf{W}(i)$ ) is the $i$-th element of the vector $\mathbf{V}$ (of $\mathbf{W}$ ).
The majority of the above definitions are available in the book [13]. Definition 2 is cited from [26], while it is described by Diaz et al. [12] as the first-order stochastic dominance. In Table 1, we provide the list of the most important and frequently used symbols in the paper.


Figure 1 Graph representation of the additional expectations from the running example.

## 3 Down-sampling of Random Variables

We divide this section into two main parts. Section 3.1 describes the problem of optimal downsampling with respect to minimising the probabilistic expectation. We solve this problem by proposing an algorithm that uses a dynamic programming approach. Section 3.2 proposes a linear down-sampling algorithm, which exhibits an improved time complexity compared to the optimal algorithm, at the cost of an increased over-approximation in some cases.

### 3.1 Optimal down-sampling of random variables

- Problem 1 (Optimal down-sampling of random variables). Given a discrete random variable $X$ where $n$ is the cardinality of $\operatorname{Im} X$, down-sample the random variable to cardinality $s$, $s<n$, such that the expectation of the derived variable $X^{\prime}$ is minimised, while $X^{\prime} \succeq X$.

Upon down-sampling, the probabilistic expectation of the down-sampled random variable $X^{\prime}$ is often larger than the expectation of the original random variable $X$ since the probability mass in $X^{\prime}$ has to be shifted to the larger values in order to account that $X^{\prime}$ upper bounds $X$ (Definition 2). For this reason, Maxim et al. [19] showed that expectation can be regarded as the metric of pessimism when the random variable is down-sampled from its original cardinality to a lower one. Many down-sampling algorithms were proposed in the state-of-the-art to reduce the probabilistic expectation upon down-sampling (e.g. Max-k re-sampling, Pessimism reduce re-sampling [19], etc.). In this section, we show how the random variable can be down-sampled to cardinality $s$ such that its probabilistic expectation is less than or equal to the expectation of any other potential down-sampling of the same cardinality. To better clarify the problem, we introduce the following running example.

- Example 1. Initially, the random variable $X$ contains the following values with the assigned probabilities (expressed with the notation of Equation (1)):

$$
X \sim\left[\begin{array}{ccccc}
10 & 20 & 30 & 40 & 50  \tag{2}\\
0.6 & 0.1 & 0.1 & 0.1 & 0.1
\end{array}\right], \quad \mathbb{E}(X)=20
$$

The goal is to derive the down-sampled variable $X^{\prime}$ of cardinality 3 such that $\forall x \in \operatorname{Im} X$, $F_{X^{\prime}}(x) \leq F_{X}(x)$ and such that $\mathbb{E}\left[X^{\prime}\right]$ is minimised.

Problem 1 can be solved in two steps.
Step 1. For any two values $k, l \in \operatorname{Im} X$ with $k<l$, compute the additional probabilistic
expectation that would be present in the resulting variable $X^{\prime}$ if $k, l \in \operatorname{Im} X^{\prime}$ and no other value between $k$ and $l$ is present in $\operatorname{Im} X^{\prime}$.

Regarding the running example, the additional expectations can be represented with the weighted graph (see Figure 1a), such that vertices represent values, and solid edges represent additional expectation considering the case when two connected values are selected to be in the down-sampled variable.
Step 2. Use dynamic programming to select $s$ values prior the last value of $X$, such that the total additional expectation is minimised. Considering the graph representation (see Figure 1a) the problem is equivalent to the problem of finding the path of size $s$ from the artificial zero node (denoted $\alpha$ ), to the last node of the graph. The zero node is added such that path can start from any node, i.e. any value in $X$, without necessarily starting from the first value in $\operatorname{Im} X$.

In the remainder of the section, we formalise different terms that are used in the algorithm, which is followed by the pseudo code and the algorithm description.

- Definition 7. Additional expectation $\mathbb{E}_{k, l}(X)$ that is introduced in $X^{\prime}$ when only l is present in $\operatorname{Im} X^{\prime}$ within interval $(k, l]$, is defined with the following equation

$$
\begin{equation*}
\mathbb{E}_{k, l}(X)=l \sum_{i=k+1}^{l} \mathbb{P}(X=i)-\sum_{i=k+1}^{l} i \mathbb{P}(X=i)=\sum_{i=k+1}^{l}(l-i) \mathbb{P}(X=i) \tag{3}
\end{equation*}
$$

In the first equality term of Equation (3), we consider that $\mathbb{E}_{k, l}(X)$ is equal to the difference between the following two terms:

1. $l \sum_{i=k+1}^{l} \mathbb{P}(X=i)$, which is the expectation in the interval $(k, l]$ when all the values between $k$ and $l$ are removed. Meaning that for the removed values their probabilities are accumulated to the value $l$ in order to preserve safety (see Definition 2).
2. $\sum_{i=k+1}^{l} i \mathbb{P}(X=i)$, which is the original expectation of $X$ within the interval $(k, l]$.

The expression is further simplified in order to account for only one traversal from $k$ to $l$. From the example in Figure 1a, $\mathbb{E}_{20,40}=(40-30) \cdot 0.1=+1$.

Considering the graph representation of the problem, where nodes represent values from $X$, and edges represent the potential selection, a weight on the edge between two nodes, $k$ and $l$, is equal to the additional expectation $\mathbb{E}_{k, l}(X)$ defined in Equation (3). Thus, Problem 1 is analogous to the problem of finding a path of size $s$ to the last value from $X$ such that cost (expectation) is minimised. We use plus symbols in the weights to express the concept of additional expectation that is introduced in the down-sampled random variable (RV) compared to the original one. To solve such problem, we propose Algorithm 1.

### 3.1.1 Algorithm description

Algorithm 1 takes the input variables: (i) $X$, which is the discrete random variable to be down-sampled, and (ii) $s$, which is the cardinality for down-sampling. Additionally to the down-sampled variable $X^{\prime}$, the algorithm also outputs the difference $E_{n}$ between the expectation of the original random variable and the down-sampled one.

In line 3 , the algorithm computes the artificial value $\alpha$ which represents the first value that precedes the minimum value from $\operatorname{Im} X$ (see Figure 1a). Then, in line $5, \alpha$ is used to compute the minimum expectation $E_{l}$ that is imposed if we select some value $l$ from $X$ as the first selected for the down-sampled variable, without anymore considering the values that precede $l$. The additional expectation of performing such a step is equal to $\mathbb{E}_{\alpha, l}(X)$ (see Figure 1a). Since at the beginning, no value is still selected, for each value $l$ from $\operatorname{Im} X$, we initialise $V_{l}$
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Algorithm 1 Optimal down-sampling of a discrete random variable

```
Data: Discrete random variable \(X\), cardinality \(s\) for down-sampling
Result: Down-sampled random variable \(X^{\prime}\)
function optimalDS \((X, s)\) :
        \(n \leftarrow \max (\operatorname{Im} X)\)
        \(\alpha=\min (\operatorname{Im} X)-1\)
        for \(l \in \operatorname{Im} X\) do
            \(E_{l} \leftarrow \mathbb{E}_{\alpha, l}(X)\)
            \(V_{l} \leftarrow \emptyset\)
        end
        for \(i \leftarrow 1\) to \(s\) by 1 do
            for \(l \in \operatorname{Im} X\) do
                \(E_{l}^{\prime} \leftarrow+\infty\)
                \(V_{l}^{\prime} \leftarrow \emptyset\)
            end
            for \(k, l \in \operatorname{Im} X: k<l\) do
                if \(E_{l}^{\prime}>E_{k}+\mathbb{E}_{k, l}\) then
                \(E_{l}^{\prime} \leftarrow E_{k}+\mathbb{E}_{k, l}\)
                \(V_{l}^{\prime} \leftarrow V_{k} \cup k\)
                end
            end
            for \(l \in \operatorname{Im} X\) do
                \(E_{l} \leftarrow E_{l}^{\prime}\)
                \(V_{l} \leftarrow V_{l}^{\prime}\)
            end
        end
        \(X^{\prime} \leftarrow \mathrm{RV}\) such that \(\operatorname{Im} X^{\prime}=V_{n}\) and \(\mathbb{P}\left(X^{\prime}=x^{\prime}\right)=\sum_{x=\operatorname{prec}\left(x^{\prime}\right)+\epsilon}^{x^{\prime}} \mathbb{P}(X=x)\), where
        \(\operatorname{prec}\left(x^{\prime}\right)\) is the value preceding \(x^{\prime}\) from \(\operatorname{Im} X^{\prime}\), and \(\operatorname{prec}\left(\min \left(\operatorname{Im} X^{\prime}\right)\right)=\min (\operatorname{Im} X)\)
    return \(X^{\prime}, E_{n}\)
```

which is the set of values whose selection yields the minimum expectation until the value $l$. In lines $8-23$, the algorithm computes and updates the minimum expectations that can be imposed until any value $l$ from $X$, upon selection of at most $i$ values that precede $l$. Upon accounting for each new selection, the minimum expectation until each value $l$ is updated (line 20), together with the set $V_{l}$ of selected values that yield the minimised expectation (line 21). After doing this step $s$ times, the $V_{n}$ represents the set that yields $E_{n}$, while $E_{n}$ represents the minimum additional expectation until the last value $n$ (line 2) upon selection of $s$ values prior the last one. This is equivalent to the dynamic programming problem: $E[i+1, l]=\min _{k<l}\left\{E[i, k]+\mathbb{E}_{k, l}\right\}$, where $E[a, x]$ is the minimum additional expectation until value $x$ after $a$ selections.

### 3.1.2 Algorithm correctness

We prove that the algorithm minimises the additional expectation by using induction.
Proof. By induction.
Induction hypothesis: For $l \in \operatorname{Im} X$, after the $i$-th iteration of the for loop at line $8, E_{l}$ represents the minimum additional expectation that can be produced until value $l$, considering at most $i$ selected values prior $l$, while $V_{l}$ represents the set of selected $i$ values whose joint expectation yields $E_{l}$.

Base case: Before the loop at line 8 starts, the number of iterations is $i=0, E_{l}$ is equal to the expectation $\mathbb{E}_{\alpha, l}(X)$ which is also the minimum additional expectation imposed without selecting any value that precedes $l$, as follows from Equation (3). Also, $V_{l}$ is an empty set, representing that no value preceding $l$ is selected. Thus, the base case holds.
Inductive step: We now prove that the induction hypothesis holds at the end of $i+1$ iteration of the for loop (lines $8-23$ ). At the beginning of the $i+1$ iteration, for every value $l \in \operatorname{Im} X$, Algorithm 1 identifies the respective preceding value $k$ such that the expectation of selecting $k$ prior to $l$ yields the minimum expectation (lines $13-18$ ). This is the case because the expectation is minimised over the all possible choices of $k: k<l \wedge k \in \operatorname{Im} X$ (line 13). Also, it follows from the induction hypothesis that until value $k$ the expectation is minimised with at most $i$ selected values before $k$. Then, the derived expectation $E_{l}^{\prime}$ at the end of the loop (line 18) is the minimum expectation that can be produced with at most $i+1$ selected values until $l$, where $k$ is the additional $(+1)$ selected value. This further means that $E_{l}$ also represents the demanded minimum possible expectation since after line $20, E_{l}=E_{l}^{\prime}$. Analogically, the same holds for the set of selected values $V_{l}$ that yields $E_{l}$ since the set is computed as the union of 1 ) values which yield the minimum expectation $E_{k}$, as follows from the induction hypothesis, and 2) value $k$ which is the additional selected value that yields the minimum $E_{l}$ as shown previously. Finally, after $s$ iterations, it follows that the algorithm computes the minimum additional expectation $E_{n}$ which is the result of selecting $s$ values prior the last one, $n$. Analogously, it holds that $V_{n}$ stores the selected values whose selection yields the minimum added expectation. Thus, the random variable $X^{\prime}$ (line 24) resulting from the selected values in $V_{n}$, yields the minimum additional expectation $E_{n}$ among the other possible random variables of the same cardinality, constructed from values in $X$, also upper-bounding $X$. This concludes the proof.

### 3.1.3 Time complexity

The worst-case time complexity of Algorithm 1 is $\mathcal{O}\left(n^{3}\right)$ since there are at most $((n+1) n) / 2$ expectations of form $\mathbb{E}_{k, l}$ to be computed, and for each such computation, Equation 3 has linear complexity, which finally results in $\mathcal{O}((n+1) n) \mathcal{O}(n)=\mathcal{O}\left(n^{3}\right)$.

### 3.2 Linear Down-sampling

In this subsection, we propose Algorithm 2 for down-sampling of random variables, that exhibits linear time complexity. The main idea behind the algorithm is uniform downsampling of a probability distribution. The algorithm starts from the first value of the original random variable and it iterates until the last one (line 6). It assigns the subset of values from $\operatorname{Im} X$ such that the cumulative probability between consecutive selected values in $X^{\prime}$ is as uniform as possible, under the condition of $X^{\prime} \succeq X$. The considered terms are: - $P^{u n}$ - unassigned probability sum, i.e., part of the distribution that is not present in the current version of the down-sampled variable $X^{\prime}$,

- $s$ - number of values to be assigned to the down-sampled variable $X^{\prime}$,
- $p_{\delta}$ - probability sum threshold, which controls that the number of values in the resulting down-sampled variable does not exceed the predefined cardinality $s$,
- $p_{\Sigma}-$ probability sum from the last selected value until the currently observed one,
- $\operatorname{Im} X^{\prime}$ - set of selected values for $X^{\prime}$.

Given the above terms, in each iteration the algorithm assigns the currently observed value $l \in \operatorname{Im} X$ to the down-sampled variable $X^{\prime}$, but only in case the probability sum $p_{\Sigma}$, from the last selected value in $X^{\prime}$, exceeds the probability threshold $p_{\delta}$ (line 9). Probability threshold
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Algorithm 2 Linear down-sampling of a discrete random variable

```
Data: Discrete random variable \(X\), cardinality \(s\) for down-sampling
Result: Down-sampled random variable \(X^{\prime}\)
function \(\operatorname{linearDS}(X, s)\) :
        \(P^{u n} \leftarrow 1 / /\) sum of the unassigned probability values from \(X\) to \(X^{\prime}\)
        \(p_{\delta} \leftarrow P^{u n} / s\)
        \(\operatorname{Im} X^{\prime} \leftarrow \emptyset\)
        \(p_{\Sigma} \leftarrow 0\)
        for \(l \in \operatorname{Im} X\) in an increasing order do
            \(p_{\Sigma} \leftarrow p_{\Sigma}+\mathbb{P}(X=l)\)
            \(P^{u n} \leftarrow P^{u n}-\mathbb{P}(X=l)\)
            if \(p_{\Sigma} \geq p_{\delta}\) then
                \(\operatorname{Im} X^{\prime} \leftarrow \operatorname{Im} X^{\prime} \cup l\) such that \(\mathbb{P}(X=l)=p_{\Sigma}\)
                \(s \leftarrow s-1\)
                \(p_{\delta} \leftarrow P^{u n} / s\)
                \(p_{\Sigma} \leftarrow 0\)
            end
        end
        \(X^{\prime} \leftarrow \mathrm{RV}\) such that \(\operatorname{Im} X^{\prime}=V_{n}\) and \(\mathbb{P}\left(X^{\prime}=x^{\prime}\right)=\sum_{x=\operatorname{prec}\left(x^{\prime}\right)+\epsilon}^{x^{\prime}} \mathbb{P}(X=x)\), where
        \(\operatorname{prec}\left(x^{\prime}\right)\) is the value preceding \(x^{\prime}\) from \(\operatorname{Im} X^{\prime}\), and \(\operatorname{prec}\left(\min \left(\operatorname{Im} X^{\prime}\right)\right)=\min (\operatorname{Im} X)\)
    return \(X^{\prime}\)
```

$p_{\delta}$ maintains uniformity of the probability distribution and does not allow that more than $s$ values are selected within $X^{\prime}$. This is achieved by constant re-computation of the still unassigned probability $P^{u n}$, whenever a new value is assigned to $X^{\prime}$ (line 10). Also, whenever a new value is assigned to $X^{\prime}$, value $p_{\Sigma}$ is set to zero to account for the fact that no new value and respective probability is assigned from the last assignment (line 13). In case when $l$ is not selected, $p_{\Sigma}$ is updated with the probability resulting from $l$ itself (line 8). At the end, the algorithm returns the down-sampled random variable $X^{\prime}$ (line 17).

### 3.3 Description of the algorithms using the running example

Given the random variable $X$ from Example 1, and the process of down-sampling to the cardinality of 3, Algorithm 1 selects the values 10, 30, and 50 as depicted in Figure 1b with solid arrows above the values. This is the shortest path of size 2 until the last value 50, with non-zero probability. Note that in order to select three values, Algorithm 1 should be invoked with $s=2$ since the largest value from $\operatorname{Im} X$ will always be selected (line 24).

Algorithm 2 selects the same two values using a different approach. For the desired cardinality $s=3$, it first computes that the probability sum threshold $p_{\delta}$ is equal to $1 / 3=0.333$ (line 3 ). Then, by trying to uniformly distribute the cumulative probability sum, it immediately at value 10 (lines $6-8$ ) identifies that the threshold is exceeded since $0.3<\mathbb{P}(X=10)$ (line 9 ), and adds 10 to the down-sampled variable (line 10). By recomputing the threshold (line 12), for the remainder of the distribution, it derives the new threshold $p_{\delta}=(1-0.6) / 2=0.2$ since 0.4 is the unassigned probability sum, and there are two more values to be selected. At $l=20$, its probability is $\mathbb{P}(X=10)=0.1$, thus the threshold is not reached, but in the next iteration $l=30$, it is (line 9 , i.e. $0.1+0.1 \geq 0.2$ ). At the end, the sum of the remaining unassigned probability mass is equal to $P^{u n}=(1-0.6-0.2)=0.2$, and there is only one value to be selected. This means that the algorithm selects the last value 50 and assigns to it the probability of 0.2 . For both algorithms, $\mathbb{E}\left(X^{\prime}\right)=22$ and $X^{\prime}=\left[\begin{array}{ccc}10 & 30 & 50 \\ 0.6 & 0.2 & 0.2\end{array}\right]$.
(a) $\quad(X, Y) \underset{\text { multiplication }}{\text { addition }} Z^{\prime \prime} \underset{\text { sorting }}{\text { sorting }} Z^{\prime} \xrightarrow[\text { addition }]{\text { normalisation }} Z$
(b) $\quad(X, Y) \sim(\mathbf{V}, \mathbf{W}) \xrightarrow{\mathcal{F}\{\cdot\}}(\hat{\mathbf{V}}, \hat{\mathbf{W}}) \xrightarrow{\text { element-wise product }} \hat{\mathbf{Q}} \xrightarrow{\mathcal{F}^{-1}\{\cdot\}} \mathbf{Q} \sim Z$

Figure 2 Overview of (a) linear, and (b) circular convolutions for computing $X+Y=Z$.

## 4 Efficient convolution

Probabilistic timing analysis techniques suffer from a large time complexity that is essentially attributable to the linear convolution operator [10].

Problem 2 (Efficient convolution of random variables). Improve the efficiency of computing the exact result of the convolution between two random variables.

In the following, we describe different ways of computing the sum of two random variables, and we present different improvements that can be used to reduce their time complexity.

Let $X$ and $Y$ be independent discrete random variables, such that

$$
X \sim\left[\begin{array}{ccc}
x_{1} & \cdots & x_{n} \\
\mathbb{P}\left(X=x_{1}\right) & \cdots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right], \quad Y \sim\left[\begin{array}{ccc}
y_{1} & \cdots & y_{m} \\
\mathbb{P}\left(Y=y_{1}\right) & \cdots & \mathbb{P}\left(Y=y_{m}\right)
\end{array}\right] .
$$

The addition $X+Y$ of the two random variables is the random variable $Z$ whose probability distribution is characterised by the convolution between the probability distributions of $X$ and $Y$, and it is defined as:

$$
\mathbb{P}(Z=z)=\sum_{k=0}^{+\infty} \mathbb{P}(X=k) \mathbb{P}(Y=z-k), \quad \operatorname{Im} Z=\{z \mid \forall x \in \operatorname{Im} X, \forall y \in \operatorname{Im} Y, z=x+y\}
$$

Linear convolution. The linear convolution (also known as canonical convolution) is performed in three steps, as described by Milutinović et al. [22]. We show this in Figure 2(a), where the symbol $\underset{\mathrm{p}}{v}$ denotes that operation $v$ is performed on the values of the random variables (indicated above the arrow), and that operation $p$ is applied to the respective probability distributions (indicated below the arrow). Reading the figure from the left, we start with $X$ and $Y$, with their respective probability distributions. Then, the algebraic addition of each possible pair of values in $\operatorname{Im} X$ and in $\operatorname{Im} Y$ is computed, and for each computed value the multiplication of the respective probability distribution is computed, obtaining the variable $Z^{\prime \prime}$. Then, the values in $\operatorname{Im} Z^{\prime \prime}$ are sorted in increasing order, and the associated probabilities are sorted accordingly, thus deriving the variable $Z^{\prime}$. At the end, a normalisation is performed on the values of $Z^{\prime}$ such that the repeated values are combined, and their respective probabilities are summed. Such algorithm has a time complexity of $\mathcal{O}(n \cdot m)$, where $n$ and $m$ are the cardinalities of $\operatorname{Im} X$ and $\operatorname{Im} Y$, respectively. For more details, refer to paper by Milutinović et al. [22].

Circular convolution. To solve Problem 2, we build upon the idea of circular convolution. There are many mathematical sources that explain the benefit of circular over the linear convolution [15,23]. The circular convolution idea is shown in Figure 2(b). Starting from $X$ and $Y$, we first compute vectors $\mathbf{V}$ and $\mathbf{W}$, respectively, such that vector indexes represent values, while the vector elements represent probabilities of the corresponding random variable. Note that in Figure 2(b), we use $\xrightarrow{e}$ to represent that operation $e$ is performed
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on the vector elements. On the vectors $\mathbf{V}$ and $\mathbf{W}$, we perform the Fourier Transformation operation, obtaining the new vectors $\hat{\mathbf{V}}$ and $\hat{\mathbf{W}}$. Then, we perform the element-wise product between the transforms, deriving the transform $\hat{\mathbf{Q}}$. Next, we compute the inverse Fourier transformation of $\hat{\mathbf{Q}}$, deriving the vector $\mathbf{Q}$, which characterises random variable $Z$, i.e., indexes of $\mathbf{Q}$ represent values of $Z$, while vector elements represent probabilities of $Z$. In Figure 2, this is denoted with $\mathbf{Q} \sim Z$.

The above-described process of computing the Fourier and inverse Fourier transformations, together with the element-wise product of two transforms, is known as circular convolution, and it has a time complexity of $\mathcal{O}(d \log (d))$, where $d=\max (\operatorname{Im} Z)-\min (\operatorname{Im} Z)$. We discuss the whole process formally, in more detail, in the remaining part of this section.

### 4.1 Formal description of the circular convolution of random variables

Let us start from the convolution theorem [1,3,5]. In the following formulation of the theorem we narrow it to vectors although it holds for more complex mathematical entities.

- Theorem 1 (Fourier's convolution theorem [24]). The Fourier transform of the convolution of two vectors $\mathbf{V}$ and $\mathbf{W}$ is equal to the element-wise product of the Fourier transforms of the two vectors, i.e.

$$
\begin{equation*}
\mathcal{F}\{(\mathbf{V} * \mathbf{W})\}=\mathcal{F}\{\mathbf{V}\} \odot \mathcal{F}\{\mathbf{W}\} \tag{4}
\end{equation*}
$$

In the above equation, $\odot$ represents linearly complex element-wise multiplication between vectors $\mathcal{F}\{\mathbf{V}\}$ and $\mathcal{F}\{\mathbf{W}\}$ of Fourier coefficients. To compute the convolution of $\mathbf{V}$ and $\mathbf{W}$, we can compute the inverse Fourier transform of the right side of the equality, and this process is known as the circular convolution. However, the result of the circular convolution $\operatorname{cconv}(\mathbf{V}, \mathbf{W})$ of two vectors $\mathbf{V}$ and $\mathbf{W}$ is equal to the result of the corresponding linear convolution, (as presented in $[15,21]$ ) when the following equations hold

$$
\begin{align*}
& \operatorname{cconv}(\mathbf{V}, \mathbf{W})=\mathcal{F}^{-1}\{\hat{\mathbf{V}} \odot \hat{\mathbf{W}}\}, \text { where } \hat{\mathbf{V}}=\mathcal{F}\left\{\mathbf{V} \frown_{v}\right\}, \\
& \hat{\mathbf{W}}=\mathcal{F}\left\{\mathbf{W}^{\frown} 0_{w}\right\},  \tag{5}\\
& v=\operatorname{nptwo}(|\mathbf{V}|+|\mathbf{W}|-1)-|\mathbf{V}| \text {, } \\
& w=\operatorname{nptwo}(|\mathbf{V}|+|\mathbf{W}|-1)-|\mathbf{W}| \text {, }
\end{align*}
$$

where $\operatorname{nptwo}(a)$ is a function that returns the first power of two greater than or equal to some value $a \in \mathbb{N}$, and $\frown$ is a concatenation operator. In the above equation, vectors $\mathbf{V}$ and W first need to be zero-padded to the same size, and that size must be greater than or equal to the the sum of their respective sizes minus one, as shown by Langton and Levin [15]. This size, in the equation, is represented by the following term $|\mathbf{V}|+|\mathbf{W}|-1$. The zero-padding of the vectors is performed with the vector concatenation operator $(\frown)$. This operator is used between the desired vector (e.g. V) and the zero-column vector (e.g. $0_{v}$ ). The concatenation of the zero-column vector to the desired vector leads to the desired zero-padding. Similar computations are defined for the vector $\mathbf{W}$ as well, considering the zero-column vector $0_{w}$.

Additionally, in the equation, the zero-padding is increased to reach the size that is equal to the first power of two that succeeds $|\mathbf{V}|+|\mathbf{W}|-1$. This step, of computing the nptwo $(\cdot)$ function, is performed in order to allow for the linearithmic time complexity that can be achieved by using the Discrete Fast Fourier Transformation, known also as Cooley-Tukey algorithm [9].

Without the loss of generality, for the sake of the simplified equations and the running example, suppose that $\{0,1,2, \ldots, b\}$, where $b \in \mathbb{N}$, is the support of discrete random variables $X$ and $Y$.

Considering sum $Z$ of random variables $X$ and $Y$, it can be computed using Equation (5) such that for discrete random variables $X$ and $Y$, their probabilities are represented as the elements of vectors $\mathbf{V}$ and $\mathbf{W}$ respectively, as shown in the following equations.

$$
\begin{align*}
& \mathbf{V}=\left(v_{j}\right)=\mathbb{P}(X=j) \wedge j \in\left\{0, \ldots, m_{X}\right\}, \text { where } m_{X}=\max (\{x \mid x \in \operatorname{Im} X\}), \\
& \mathbf{W}=\left(w_{j}\right)=\mathbb{P}(Y=j) \wedge j \in\left\{0, \ldots, m_{Y}\right\}, \text { where } m_{Y}=\max (\{y \mid y \in \operatorname{Im} Y\}), \\
& \mathbf{Q}=\operatorname{cconv}(\mathbf{V}, \mathbf{W})=\left(q_{j}\right) \text { and } Z \sim\left[\begin{array}{ccccc}
0 & \ldots & j & \ldots & m_{X}+m_{Y} \\
q_{0} & \ldots & q_{j} & \ldots & q_{m_{X}+m_{Y}}
\end{array}\right] . \tag{6}
\end{align*}
$$

- Example 2.


Starting from the random variable $X$, in Equation (6), we first define vector $V$ such that its index $j$ represents all the values in the domain of $X$, starting from 0 until the last value $m_{X} \in X$ that has non-zero probability of occurrence. Then, the $j$-th value $v_{j}$ in $V$ represents the probability $P(X=j)$. Similar is performed for vector $W$ but considering the random variable $Y$. Then, using Equation (5) we compute the circular convolution of $V$ and $W$ thus deriving vector $Q$, whose $j$-th value is equal to the probability $P(X+Y=j)$. Finally, as follows from Theorem 1 and Equation (6), the vector $Q$ contains the combined information on probability values from $\operatorname{Im} X+Y$.

In the above example, the omitted numbers represent probabilities equal to zero. The majority of computations between those zeros can be avoided, while still maintaining the exact computation of the final result. This is the problem that we solve in the following subsection by proposing two methods for vector reductions such that the computations derive the exact result.

### 4.2 Fast and efficient computation of the exact result

Compared to the solution from Equation (6), it is possible to derive the resulting random variable $Z$ with more efficient computations.

- Improvement 1. Reducing the vector sizes using the greatest common divisor.

In this solution, the improvement is made by using the greatest common divisor among the values from $\operatorname{Im} X$ and $\operatorname{Im} Y$. As follows from Definition 4, a value with zero probability of occurrence cannot lead to the non-zero probability value in $Z$. The same holds for the
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analogous Equation (6). Thus, we can improve the computation by considering the minimum quantum that considers all non-zero values from both equations, as follows:

$$
\begin{align*}
& \delta=\operatorname{GCD}(\operatorname{Im} X \cup \operatorname{Im} Y),  \tag{7}\\
& \mathbf{V}=\left(v_{j}\right)=\mathbb{P}(X=j) \wedge j \in\left\{0, \ldots, m_{X}\right\}, \text { where } m_{X}=1 / \delta \cdot \max (\{x \mid x \in \operatorname{Im} X\}),  \tag{8}\\
& \mathbf{W}=\left(w_{j}\right)=\mathbb{P}(Y=j) \wedge j \in\left\{0, \ldots, m_{Y}\right\}, \text { where } m_{Y}=1 / \delta \cdot \max (\{y \mid y \in \operatorname{Im} Y\}),  \tag{9}\\
& \mathbf{Q}=\operatorname{cconv}(\mathbf{V}, \mathbf{W})=\left(q_{j}\right),  \tag{10}\\
& Z \sim\left[\begin{array}{ccccc}
0 \cdot \delta & \ldots & j \cdot \delta & \ldots & \left(m_{X}+m_{Y}\right) \cdot \delta \\
q_{0} & \ldots & q_{j} & \ldots & q_{m_{X}+m_{Y}}
\end{array}\right] . \tag{11}
\end{align*}
$$

With the above equation, the sum $Z$ of $X$ and $Y$ from Example 2 would look as follows:

$$
\begin{align*}
& \left.\delta=50, \mathbf{V}=\left[\begin{array}{c}
0 \\
\vdots \\
0.6 \\
0 \\
0.4
\end{array}\right] \begin{array}{c}
0 \\
4 \\
5 \\
6
\end{array}, \mathbf{W}=\left[\begin{array}{c}
0 \\
\vdots \\
0.6 \\
0.4
\end{array}\right] \begin{array}{c}
0 \\
3 \\
4
\end{array}, \mathbf{Q}=\operatorname{cconv}(\mathbf{V}, \mathbf{W})=\left[\begin{array}{c}
\vdots \\
0.36 \\
0.24 \\
0.24 \\
0.16 \\
\vdots
\end{array}\right] \begin{array}{c}
7 \\
8 \\
9 \\
10 \\
15 \\
Z
\end{array}\right]\left[\begin{array}{cccc}
350=7 \cdot 50 & 400=8 \cdot 50 & 450=9 \cdot 50 & 500=(6+4) \cdot 50 \\
0.36 & 0.24 & 0.24 & 0.16
\end{array}\right] . \tag{12}
\end{align*}
$$

The essence of the above described transformation is to change the base metric unit such that unnecessary computations are avoided. Compared to Example 2, the vector sizes are roughly 30 times less in the above equation, which also propagates to computation time.

- Improvement 2. Reducing the vector sizes by removing the starting zero intervals.

In this improvement we focus on the starting values of the vectors $\mathbf{V}$ and $\mathbf{W}$. Consider Example 2 and the follow-up Equation (12), both vectors $\mathbf{V}$ and $\mathbf{W}$ start with probabilities equal to zero, followed by more zero probabilities that represent values that are not in $\operatorname{Im} X$ and $\operatorname{Im} Y$. We show that both vectors can be reduced by ignoring starting zero intervals, thus starting from the probabilities of the minimum values in $\operatorname{Im} X$ and $\operatorname{Im} Y$, without losing computation precision. Let us start from random variables $X$ and $Y$ :

$$
X \sim\left[\begin{array}{ccc}
x_{1} & \ldots & x_{n}  \tag{13}\\
\mathbb{P}\left(X=x_{1}\right) & \ldots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right], \quad Y \sim\left[\begin{array}{ccc}
y_{1} & \ldots & y_{m} \\
\mathbb{P}\left(Y=y_{1}\right) & \ldots & \mathbb{P}\left(Y=y_{m}\right)
\end{array}\right]
$$

- Proposition 2. Given two random variables $X$ and $Y$, the convolution $X+Y$ is

$$
X+Y \sim\left[\begin{array}{c}
x_{1}+y_{1}  \tag{14}\\
1
\end{array}\right]+\left[\begin{array}{ccc}
x_{1}-x_{1} & \ldots & x_{n}-x_{1} \\
\mathbb{P}\left(X=x_{1}\right) & \ldots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right]+\left[\begin{array}{ccc}
y_{1}-y_{1} & \ldots & y_{m}-y_{1} \\
\mathbb{P}\left(Y=y_{1}\right) & \ldots & \mathbb{P}\left(Y=y_{m}\right)
\end{array}\right]
$$

Proof.

$$
\begin{aligned}
& {\left[\begin{array}{c}
x_{1}+y_{1} \\
1
\end{array}\right]+\left[\begin{array}{ccc}
x_{1}-x_{1} & \ldots & x_{n}-x_{1} \\
\mathbb{P}\left(X=x_{1}\right) & \ldots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right]+\left[\begin{array}{ccc}
y_{1}-y_{1} & \ldots & y_{m}-y_{1} \\
\mathbb{P}\left(Y=y_{1}\right) & \ldots & \mathbb{P}\left(Y=y_{m}\right)
\end{array}\right]} \\
& =\left[\begin{array}{c}
x_{1} \\
1
\end{array}\right]+\left[\begin{array}{ccc}
x_{1}-x_{1} & \ldots & x_{n}-x_{1} \\
\mathbb{P}\left(X=x_{1}\right) & \ldots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right]+\left[\begin{array}{ccc}
y_{1} \\
1
\end{array}\right]+\left[\begin{array}{ccc}
y_{1}-y_{1} & \ldots & y_{m}-y_{1} \\
\mathbb{P}\left(Y=y_{1}\right) & \ldots & \mathbb{P}\left(Y=y_{m}\right)
\end{array}\right] \\
& =\left[\begin{array}{cccc}
x_{1} & \ldots & x_{n} \\
\mathbb{P}\left(X=x_{1}\right) & \ldots & \mathbb{P}\left(X=x_{n}\right)
\end{array}\right]+\left[\begin{array}{ccc}
y_{1} & \ldots & y_{m} \\
\mathbb{P}\left(Y=y_{1}\right) & \ldots & \mathbb{P}\left(Y=y_{m}\right)
\end{array}\right] \sim X+Y
\end{aligned}
$$

The benefit of using Proposition 2 is observable when we want to generate vectors $\mathbf{V}$ and $\mathbf{W}$. Consider creating vectors from random variable $X \sim\left[\begin{array}{cc}1000 & 1001 \\ 0.4 & 0.6\end{array}\right]$ and $Y \sim\left[\begin{array}{ccc}1005 & 1006 \\ 0.4 & 0.6\end{array}\right]$. Instead of generating vectors of sizes measured in thousand units, we can simply apply the proposition and derive the following term:

$$
\left[\begin{array}{cc}
1000 & 1001  \tag{15}\\
0.4 & 0.6
\end{array}\right]+\left[\begin{array}{cc}
1005 & 1006 \\
0.4 & 0.6
\end{array}\right]=1000+1005+\left[\begin{array}{cc}
0 & 1 \\
0.4 & 0.6
\end{array}\right]+\left[\begin{array}{cc}
0 & 1 \\
0.4 & 0.6
\end{array}\right],
$$

and therefore we can represent random variables with two vectors, each having size of two. Based on Proposition 2 and Improvement 1, we introduce the following computations.

$$
\begin{align*}
& X^{\prime}=X-x_{1}, Y^{\prime}=Y-y_{1}, \delta=\mathrm{GCD}\left(\operatorname{Im} X^{\prime} \cup \operatorname{Im} Y^{\prime}\right),  \tag{16}\\
& \mathbf{V}=\left(v_{j}\right)=\mathbb{P}\left(X^{\prime}=j\right) \wedge j \in\left[0, \ldots, m_{X}\right\}, \text { where } m_{X}=1 / \delta \cdot \max \left(\left\{x \mid x \in \operatorname{Im} X^{\prime}\right\}\right),  \tag{17}\\
& \mathbf{W}=\left(w_{j}\right)=\mathbb{P}\left(Y^{\prime}=j\right) \wedge j \in\left[0, \ldots, m_{Y}\right\}, \text { where } m_{Y}=1 / \delta \cdot \max \left(\left\{y \mid y \in \operatorname{Im} Y^{\prime}\right\}\right),  \tag{18}\\
& \mathbf{Q}=\operatorname{cconv}(\mathbf{V}, \mathbf{W})=\left(q_{j}\right),  \tag{19}\\
& Z \sim\left[\begin{array}{ccccc}
x_{1}+y_{1}+0 \cdot \delta & \ldots & x_{1}+y_{1}+j \cdot \delta & \ldots & x_{1}+y_{1}+\left(m_{X}+m_{Y}\right) \cdot \delta \\
q_{0} & \ldots & q_{j} & \ldots & q_{m_{X}+m_{Y}}
\end{array}\right] . \tag{20}
\end{align*}
$$

The above set of computations is almost the same as the one for the first improvement, but the major difference is that we use Proposition 2 and therefore compute the circular convolution only for variables $X^{\prime}$ and $Y^{\prime}$ which results in the furthermore reduced vectors $\mathbf{V}$ and $\mathbf{W}$. In Equation (20), the result of $X+Y$ is restored by applying the proposition $\left(x_{1}+y_{1}+j \times \delta\right)$. We show the vector size reduction in the running example:

$$
\begin{aligned}
& x_{1}+y_{1}=200+150=350, X^{\prime} \sim\left[\begin{array}{cc}
0 & 100 \\
0.6 & 0.4
\end{array}\right], Y^{\prime} \sim\left[\begin{array}{cc}
0 & 50 \\
0.6 & 0.4
\end{array}\right], \delta=50, \\
& \mathbf{V}=\left[\begin{array}{c}
0.6 \\
0 \\
0.4
\end{array}\right] \begin{array}{c}
0 \\
1 \\
2
\end{array}, \mathbf{W}=\left[\begin{array}{c}
0.6 \\
0.4
\end{array}\right] \begin{array}{c}
0 \\
1
\end{array}, \mathbf{Q}=\operatorname{cconv}(\mathbf{V}, \mathbf{W})=\left[\begin{array}{c}
0.36 \\
0.24 \\
0.24 \\
0.16
\end{array}\right] \begin{array}{c}
0 \\
1 \\
2 \\
3
\end{array} \\
& Z \sim\left[\begin{array}{ccc}
350=350+0 \cdot 50 & 400=350+1 \cdot 50 & 450=350+2 \cdot 50 \\
0.36 & 0.24 & 500=350+3 \cdot 50 \\
0.24 & 0.16
\end{array}\right] .
\end{aligned}
$$

In this simple example we reduced the number of elements in vectors from 512 values (as in Example 2) to 4 values at most, still deriving the exact random variable $Z$.
Impact of the improvements on the probabilistic timing analysis:
Improvements 1 and 2 may simplify and improve the efficiency of many analysis types that are characterised with the iterative computation of the increasing probabilistic distribution.

- Example 3 (Computation of the probability distribution). Consider the computation of the probabilistic distribution from two tasks ( $\tau_{1}$ and $\tau_{2}$ ) whose probabilistic execution times are defined with the following random variables $C_{1} \sim\left[\begin{array}{cc}1000 & 1001 \\ 0.4 & 0.6\end{array}\right]$ and $C_{2} \sim\left[\begin{array}{cc}1005 & 1006 \\ 0.4 & 0.6\end{array}\right]$. If we want to compute the probabilistic distribution that involves 100 jobs of $C_{1}$ and 200 jobs of $C_{2}$, we can simply use Proposition 2 and derive the following result: $100 \cdot C_{1}+200 \cdot C_{2}=100 \cdot 1000+$ $200 \cdot 1005+S$, where random variable $S$ is characterised with $\mathcal{F}^{-1}\left\{\bigodot_{1}^{100} \hat{\mathbf{V}}_{1} \odot \bigodot_{1}^{200} \hat{\mathbf{V}}_{2}\right\}$.

Vectors $\hat{\mathbf{V}}_{1}$ and $\hat{\mathbf{V}}_{2}$ are the Fourier transforms of vectors that represent $C_{1}$ and $C_{2}$ (each having size of two). The important benefit is that the random variable $S$, which
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follows the summation of the deterministic values, can be derived from the inverse Fourier transformation of the vector of 600 elements $(2 \cdot 100+2 \cdot 200)$, compared to the naive method from Equation (6), where the final vector size would be 301600 elements.

This is a huge improvement in the computation efficiency, while the magnitude of space and time reduction becomes even greater with each new job that may be considered in the analysis.

- Example 4 (Computation of the deadline miss probability). Let us consider the very same two tasks ( $\tau_{1}$ and $\tau_{2}$ ) from the previous example, and assume that we want to compute the deadline miss probability at time instant $D_{2}=2000$. Furthermore, $\tau_{1}$ can be released at most two times until $D_{2}$, while $\tau_{2}$ can be released at most once. Instead of performing the entire computation, we can first apply Proposition 2 and check where the image of the resulting distribution starts, i.e. what is the first value $s$ with non-zero probability of occurrence in the final distribution. Thus we derive that $s=2 \cdot 1000+1 \cdot 1005=3005$. Since the image of the summed distribution starts from 3005, and since $s>D_{2}$, this implies that $\mathbb{P}\left(C_{1}+C_{1}+C_{2}>2000\right)=1$ and there is no need to perform convolutions. Such an improvement reduces the number of probabilistic computations for such types of problems.


### 4.3 Efficient repetitive convolutions

In timing analysis, there are often cases when one variable is summed multiple times, e.g. request bound function (RBF) of form $R B F_{i}(\Delta)=C_{i} \cdot \alpha(\Delta)$ where $C_{i}$ is the worst-case execution time of a task, $\Delta$ is the time interval under consideration, and $\alpha(\Delta)$ represents a function that upper-bounds the number of arrivals of jobs of $\tau_{i}$ within some time interval of length $\Delta$. It has been shown by Bozhko and Brandenburg [4] that RBF can be used to concretize many existing types of response-time analysis, under various taskset model assumptions, and thus it represents the fundamental computation in the analysis of real-time systems.

Analogously, as shown in many probabilistic timing analysis papers, e.g., [12, 19], probabilistic request bound can be computed by consecutive addition of the random variables that represent upper-bounded probabilistic execution time of a task. Similar computation is necessary in many other areas of real-time system analysis, e.g., probability of cache miss and hit, etc. Therefore, in this section we describe the algorithm that efficiently computes consecutive additions of the same random variable, based on the consecutive Hadamard product of the Fourier coefficients, using the powers of two ${ }^{1}$.

Algorithm 3 computes the result of $n$ convolutions of random variable $X$. This computation can be achieved by creating the sum vector $\hat{\mathbf{V}}_{\text {sum }}=\mathbf{1}$, of all values equal to one, (line 5) which is iteratively multiplied $n$ times with the Fourier Transform $\mathcal{F}\{\mathbf{V}\}$ of vector $\mathbf{V}$, where $\mathbf{V}$ characterises $X$ (line 4). However, instead of that, we can perform fewer multiplications by constantly computing the power vector $\hat{\mathbf{V}}^{\prime}$, which is initially set to $\mathcal{F}\{\mathbf{V}\}$ (line 6 ). We show it by the following example.

Let us assume that we need 9 multiplications of $\mathcal{F}\{\mathbf{V}\}$. In its binary form, 9 is equal to $\mathcal{B}(9)=1001$, and let us traverse to each bit of $\mathcal{B}(9)$ one by one (lines $7-16$ ). On each bit shift (line 9), we first multiply $\hat{\mathbf{V}}_{\text {sum }}$ with $\hat{\mathbf{V}}^{\prime}$ (line 11) if the bit at the $i$-th index of $\mathcal{B}(9)$ is equal to 1 (line 10 ). Then, regardless of the previous computation, after each shift we compute $\hat{\mathbf{V}}^{\prime}$ as the power of itself (line 13). Following this rule, the computations are:

[^0]Algorithm 3 Fast computation of consecutive summations of a random variable.

```
Data: \(X\) - random variable, \(n\) - number of necessary convolutions
Result: Sum \(X_{\Sigma}\) equal to \(n\) additions of \(X\)
function \(\operatorname{fastSum}(X, n)\) :
        \(s \leftarrow n \cdot \min (\{x \mid x \in \operatorname{Im} X\} / /\) direct application of Proposition 2
        \(m_{X} \leftarrow \max (\{x \mid x \in \operatorname{Im} X\})-\min (\{x \mid x \in \operatorname{Im} X\}\)
        \(\mathbf{V} \leftarrow\) compute using Equation (6) and zero-pad until \(n \cdot m_{X}\)
        \(\hat{\mathbf{V}}_{\text {sum }} \leftarrow\) column vector of elements equal to 1 , of size \(|\mathbf{V}|\)
        \(\hat{\mathbf{V}}^{\prime} \leftarrow \mathcal{F}\{\mathbf{V}\}\)
        \(k, i \leftarrow 0\)
        while \(k \neq n\) do
            \(b \leftarrow \mathcal{B}(n, i) / / \mathcal{B}(n, i)\) is a function that checks the binary representation of \(n\) and
            returns the value at index \(i\)
                if \(b=1\) then
                    \(\hat{\mathbf{V}}_{\text {sum }} \leftarrow \hat{\mathbf{V}}_{\text {sum }} \odot \hat{\mathbf{V}}^{\prime}\)
                end
                \(\hat{\mathbf{V}}^{\prime} \leftarrow \hat{\mathbf{V}}^{\prime} \odot \hat{\mathbf{V}}^{\prime}\)
                \(k \leftarrow k+b \times 2^{i}\)
                \(i \leftarrow i+1\)
        end
        \(\mathbf{V} \leftarrow \mathcal{F}^{-1}\left\{\hat{\mathbf{V}}_{\text {sum }}\right\} / /\) where \(v_{j}\) is the \(j\)-th element in \(\mathbf{V}\)
        \(X_{\Sigma} \leftarrow\left[\begin{array}{ccccc}s+0 & \ldots & s+j & \ldots & s+n \cdot m_{X} \\ v_{0} & \ldots & v_{j} & \ldots & v_{n \cdot m_{X}}\end{array}\right]\)
    return \(X_{\Sigma}\)
```

Initial values: $\hat{\mathbf{V}}_{\text {sum }} \leftarrow \mathbf{1}$ and $\hat{\mathbf{V}}^{\prime} \leftarrow \mathcal{F}\{\mathbf{V}\}$
$(i=0$ and $\mathcal{B}(9, i)=1): \hat{\mathbf{V}}_{\text {sum }} \leftarrow\left(\hat{\mathbf{V}}_{\text {sum }} \odot \hat{\mathbf{V}}^{\prime}\right)=\mathcal{F}\{\mathbf{V}\}$ and $\hat{\mathbf{V}}^{\prime} \leftarrow\left(\hat{\mathbf{V}}^{\prime}\right)^{2}=(\mathcal{F}\{\mathbf{V}\})^{2}$
$(i=1$ and $\mathcal{B}(9, i)=0): \hat{\mathbf{V}}^{\prime} \leftarrow\left(\hat{\mathbf{V}}^{\prime}\right)^{2}=(\mathcal{F}\{\mathbf{V}\})^{4}$
$(i=2$ and $\mathcal{B}(9, i)=0): \hat{\mathbf{V}}^{\prime} \leftarrow\left(\hat{\mathbf{V}}^{\prime}\right)^{2}=(\mathcal{F}\{\mathbf{V}\})^{8}$
$(i=3$ and $\mathcal{B}(9, i)=1): \hat{\mathbf{V}}_{\text {sum }} \leftarrow\left(\hat{\mathbf{V}}_{\text {sum }} \odot \hat{\mathbf{V}}^{\prime}\right)=\left(\mathcal{F}\{\mathbf{V}\} \odot(\mathcal{F}\{\mathbf{V}\})^{8}\right)=(\mathcal{F}\{\mathbf{V}\})^{9}$
At the end of this process, $\hat{\mathbf{V}}_{\text {sum }}$ is equal to $(\mathcal{F}\{\mathbf{V}\})^{9}$. The very same principle is used in the algorithm (lines $8-16$ ). At the end of the algorithm (lines 17 and 18), it just computes the inverse Fourier Transform of $\hat{\mathbf{V}}_{\text {sum }}$, which then characterises $X_{\Sigma}$.
Space-complexity reduction of repetitive computations: Although the time complexity is improved with the above-mentioned methods, there may be the cases where space complexity can still be an issue despite the vector reductions proposed by Improvements 1 and 2. E.g. after $k$ additions of some random variable $X$, the resulting random variable in the worst-case may have the image that is $k$ times greater than the one of $X$.

This problem can be further addressed by using the principles implied by the central limit theorem in probability theory. In more details, considering the case when one random variable $X$ is added to itself multiple times, with each new addition the resulting sum tends more towards the normal distributions, even though the $X$ is not normally distributed. Consider for the moment Figure 3, we show the original random variable $X$, the random variable after three additions of $X$, and the random variable after 20 additions of $X$. You can see that by each new summation, the resulting sum resembles more to the normal distribution, although initially it has quite opposite properties compared to it.

Therefore, Algorithm 3 may be improved by applying the down-sampling methods on the inverse Fourier transforms of $\hat{\mathbf{V}}_{\text {sum }}$ and $\hat{\mathbf{V}}^{\prime}$. The proposed down-sampling algorithms are tailored to decrease the vector sizes by safely removing the starting zero tail that contains
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Figure 3 Consecutive additions of the same random variable. The points are connected in order to show the resemblance to the continuous normal distribution.
close-to-zero probabilities. The removed zero interval can then be accounted by Proposition 2. Additionally, the down-sampling method known as domain-quantisation [19] can be an efficient way to further reduce the vector sizes and enable Improvement 1 from Section 4.2.

## 5 Evaluation

The evaluation is organised in three parts: (i) Evaluation of the down-sampling algorithms, (ii) Evaluation of the convolution computations, and (iii) Computation of the deadline miss probability. The code of the implementation is available (see [17]).
Hardware and software configuration. In all of the experiments, we used a PC with i7 4770 k CPU with a frequency of 2.6 GHz , and 32 GB of RAM memory. All the algorithms are implemented in MATLAB, using Advanpix Multiprecision Computing Toolbox [16].

### 5.1 Evaluation of the down-sampling algorithms

Goal of the evaluation and the evaluated entities. In this evaluation, we compared the two proposed down-sampling algorithms, Optimal (OP), from Section 3, and Linear (LN), from Section 3, with Domain Quantisation (DQ), and Pessimism Reduce (PR), both proposed by Maxim et al. [19]). The later two algorithms are selected since PR introduces the least pessimism in the down-sampled variables among the state-of-the-art algorithms, while DQ is known as the fastest down-sampling algorithm [19]. The comparison between the algorithms is made according to three criteria: (a) Computation time of the algorithms as a function of the size of the initial random variable, (b) Probabilistic expectation, i.e., pessimism introduced upon down-sampling, (c) Probability of exceeding the median. The later is evaluated since the probability of exceeding some value is often used in probabilistic analysis, e.g., deadline miss probability, that is, the probability of exceeding the deadline.
Experiment Setup. In this experiment, we considered $|\mathbf{V}| \in\{200,400,600,800,1000\}$, and for every cardinality $|\mathbf{V}|$ we sampled 1000 realisations of the random variable $X$ associated with V, using UUniFast algorithm [2]. The experiments analyse the performance of the down-sampling operation to the maximum size of 20 values, for all the 5000 realisations.
Experiment Results. Figure 4(a) shows the average computation time of down-sampling as a function of the cardinality of the initial realisation of the vector $\mathbf{V}$. The results show that the average computation time of OP is impacted the highest ( 4.7 s for the initial size of 1000 values), compared to the other down-sampling approaches. This is due to its cubic time complexity. For the other algorithms, execution time did not exceed 0.01 seconds. According to MATLAB documentation for tic toc functions, execution times which do not exceed the 0.1 seconds are not representative with enough confidence and for this reason are not reported. The average execution time of $\mathrm{PR}(1 \mu \mathrm{~s}$ for the cardinality 1000$)$ seems to be greater than


Figure 4 Results of the evaluation on the comparison of down-sampling algorithms.
the average execution time of LN and DQ (below $100 \mu$ s for the cardinality 1000), but this comparison demands for the further, more precise investigation.

Figure 4(b) shows the average probabilistic expectation, for the evaluated algorithms and the expectation of the initial random variable ( $X$ in the figure). This figure presents the data only for $|\mathbf{V}|=600$. OP succeeds to minimise the additional expectation the most, compared to the other algorithms, followed by LN.

Figure 4(c) shows the average probability of exceeding the median, for $|\mathbf{V}|=600$. The results show that the probability of exceeding 300, is least when using OP, followed by LN. Discussion: In the above experiments, we showed that OP and LN can introduce less pessimism compared to the state-of-the-art algorithms. This is relevant when the down-sampled variable needs to be used in the probabilistic analysis since the pessimism linearly grows with each new addition to the other variables or itself. The improvements of OP come with the computation cost. Since OP is a parallelisable algorithm, based on dynamic programming, the computation improvements can be further addressed. During the evaluation, we also discovered that each of the evaluated algorithms may derive the best down-sampling with respect to exceedence probability. Therefore, the potential improvement may arise by combining DQ, LN, PR, and OP, which remains for the future work.

### 5.2 Evaluation of the convolution algorithms

Goal of the evaluation and the evaluated entities: In this evaluation, we compared Algorithm 3, referred in the following as CC (for circular convolution) with the analogous method that uses the power-based addition, for linear convolution, proposed by Milutinović et al. [22], referred as LC (linear convolution). LC is the fastest method in the state-of-the-art for computing the linear convolution of random variables and we implemented it with the linear-convolution function (conv) in MATLAB. The comparison criterion in the experiment was the average computation time as a function of the number of convolutions, analogous to the number of summed jobs in the probabilistic schedulability analysis.
Experiment Setup: In this experiment, we generated three random variables, using UUniFast algorithm [2], with size $|\mathbf{V}| \in\{100,1000,10000\}$. The results are shown in Figure 5. For each realisation we report the computation time as a function of the number of convolutions performed. The above-described generation of the probability distribution did not affect the computation times, and therefore we used only one variable per setup. Since Algorithm 3 performs the least number of vector multiplications when the number of convolutions is a power of two, and the largest number of multiplications when the number of convolutions is equal to a power of two minus one, we reported those two lines
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Figure 5 Computation time as a function of number of additions, e.g., number of analysed jobs.
separately. CC-WC represents the worst-case computation time (worst-case number of vector multiplications) with ticks that are by one less than the power of two, while BC-WC represents the best-case computation time, ticks being powers of two. The two modes of computation do not significantly affect LC, and therefore we reported only the results for ticks equal to powers of two.
Experiment Results: Figure 5(a) shows the case of $|\mathbf{V}|=100$. We observe that LC takes 132s to compute 512 convolutions, while CC-WC takes only 5 s for $8191=2^{13}-1$ convolutions. Due to the smaller number of multiplications, CC-BC takes only 1.7s for performing $8192=2^{13}$ convolutions. A similar trend can be observed for $|\mathbf{V}| \in\{1000,10000\}$ in Figure 5(b)-(c). Finally, it can observed that the size of the $\mathbf{V}$ has a significant impact on the computation time. In fact, looking at CC-WC for $|\mathbf{V}|=10000$, when the number of convolutions is $1023=2^{10}-1$, the average computation time is 83 seconds, while for CC-BC when the number of convolutions is $1024=2^{10}$, the computation time is only 22 seconds.
Discussion: The difference of time complexities of linear and circular convolution can be observed by the derived results. The proposed algorithm, based on the circular convolution and vector reductions defined in the paper, outperforms the linear-convolution-based algorithm in this experiment setup. However, it should be stated that there are cases when LC can provide better computation times compared to CC since the computation time of LC depends on the cardinality of the images of random variables, while the computation time of the circular convolution depends on the difference between the largest and the lowest values within the respective images. Regardless of this, the scaling of the circular convolution is better due to a lower time-complexity class.

### 5.3 Computation of the deadline miss probability.

Goal of the evaluation and the evaluated entities: In order to show the applicability of the proposed computations in the state-of-the-art probabilistic analysis, we implemented the deadline miss probability analysis (DMPA), according to Equation (3) described by von der Brüggen et al. [28], using however the circular convolution for variable additions, instead of the linear convolution (as shown in [18]). In the implementation, we also used Improvement 2 from Section 4.2. Regarding the evaluation, we compared the circular-convolution-based approach (CDMP), with the two fastest DMPA approximations, i.e., the Hoeffding bound (HDMP), and the Bernstein bound (BDMP), as defined by von der Brüggen et al. [28]. To the best of the authors' knowledge, these two approximation approaches are the fastest in the state-of-the-art for the given problem. Their drawback is that they tend to over-approximate the deadline-miss probabilities. Compared to the timing values reported by von der Brüggen et al. [28], our implementations for HDMP and BDMP achieve an average speedup factor of


Figure 6 Computation time as a function of a taskset size, measuring deadline miss probability.

6 ; for the sake of completeness, we therefore report the average computation time also of the other approaches presented in [28], scaling the timing values according to the speedup factor. The additional methods are: Unify method (UM), proposed by von der Brüggen et al. [28] and the method based on the Chernoff bound (CB), which was proposed by Chen and Chen [6]. UM derives the exact deadline-miss probability, while CB is more accurate and efficient compared to UM, but less efficient approximation compared to HDMP and BDMP. Experiment Setup: In this experiment, we replicated the setup proposed by von der Brüggen et al. [28]. Thus, 1000 tasksets were generated per each presented point, considering the sizes of $5,10, \ldots, 35$. For each taskset we generated the utilisations using UUniFast [2], with the taskset utilisation set to 0.7 . Task periods were generated according to a log-uniform distribution ranging from 10 ms to 1000 ms . Normal execution modes were computed by multiplying the utilisation and the period for each generated pair of values. The periods and normal execution mode times were ceiled to be multiples of $50 \mu \mathrm{~s}$. This allowed for the discrete random-variable support while not severely affecting the taskset utilisation given by UUniFast. The implementation of the circular convolution did not include Improvement 1 from the paper, in order to not take the advantage of the experiment setup that considers only two execution time modes. Implicit-deadlines were assumed. Probability of occurrence for the normal execution was set to 0.975 , while the probability of occurrence for the abnormal execution mode was set to 0.025 . Abnormal execution was set to be two times greater than the normal execution. For more details on the setup, refer to their paper.
Experiment Results: Figure 6(a) shows that CDMP is applicable for computation of the deadline-miss probability. With taskset size of 35 , CDMP achieves to compute the deadline miss probability of the lowest priority task, taking 4.3 s , while BDMP takes 3.4s, and HDMP around 1 s . The projected computation times for CB and UM are still several times larger despite the speedup scaling, although these results may be improved or worsened based on the implementation choices in MATLAB and the underlined hardware. In Figure 6(b), we show the average deadline miss result computed by CDMP, BDMP, and HDMP. Since the result of CDMP is the exact deadline miss probability, we observe that the BDMP estimation becomes more pessimistic with the increase of the taskset size, while the HDMP bound is still significantly worse than the result derived with CDMP (note the log scale).
Discussion: We conclude that the methods proposed in this paper are promising for the deadline miss analysis since the computation time is low, while the results are exact. However, the further empirical investigations should address the impact of the more complex execution time distributions and taskset parameters. For example, using $1 \mu \mathrm{~s}$ as the basic unit of time for random variables may increase the computation time of the method due to necessary vector
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increase. Also, further investigations should take into account more complex assumptions, e.g. probabilistic executions and inter-arrival times, as proposed by Maxim et al. [18].

## 6 Related work

As described by Davis and Cucu-Grosjean [10,11], the issues of computational intractability of the linear convolution in the probabilistic schedulability and timing analysis are investigated for years in the research area of real-time systems. There are two main research directions that tried to solve this problem: (i) Down-sampling methods, and (ii) Analytical methods. The goal of the down-sampling methods is to approximate the random variables such that its image size is reduced. Then, the linear convolution can be applied, however introducing over-approximation. There are several works in this domain, e.g., Refaat et al. [25], Diaz et al. [12], Kim et al. [14]. More recent improvement was made by Maxim et al. [19, 20] where several down-sampling algorithms were proposed, among which are domain quantisation and reduced pessimism. Both were used in the evaluation of this paper. Finally, the most recent improvement was made by Milutinović et al. [22] addressing the cache-miss probability analysis. In their work, several improvements for speeding up the linear convolution were proposed, using parallel computations and power operations, while they also pointed that the use of circular convolution may be relevant for addressing the tractability issues. Contrary to the above methods, Chen and Chen [6] proposed an analytical approach for computing the deadline-miss probability, which is based on the Chernoff bounds. Following this line of research, von der Brüggen et al. [27,28] proposed several algorithms for approximating the deadline miss probability (based on the Hoeffding and the Bernstein inequalities). Next to those, they also proposed two exact methods: Pruning, which is a multinomial-based approach combined with the pruning techniques, and Unify, which is a combination of Pruning with the approach based on the union of equivalence classes. More recently Chen et al. [7] proposed the improvement for the Chernoff bounds approximation, which is solved by considering an equivalent convex optimisation problem. This improvement reduces the computation time of deriving the approximation, while it also improves its accuracy.

## 7 Conclusions

In this paper, we addressed two problems that consider random variables and their use in the analysis of probabilistic real-time systems. The first problem considered the space reduction, i.e., the down-sampling of a random variable. This is the problem of approximation, such that the distribution of the random variable is preserved while its set of values is reduced. Such process in the probabilistic analysis often introduces pessimism, that then propagates towards the final results of the probabilistic response-time and similar types of analysis. We proposed an optimal algorithm for down-sampling, which minimises upon probabilistic expectation, i.e., pessimism introduced upon down-sampling.

The second addressed problem considers the efficiency of computing the convolution between random variables. This problem for years limited the applicability of many existing and possibly future work in the domain of probabilistic analysis of real-time systems. In this paper, we showed how the circular convolution can be used to address this problem, reducing the time complexity of a single discrete convolution from $O\left(n^{2}\right)$ to $O(n \log (n))$. Using the circular convolution with the vector reductions proposed in the paper, we showed in the evaluation that the proposed approach shows promising results with respect to its applicability in the existing problems of probabilistic analysis.
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[^0]:    ${ }^{1}$ It has been shown by Milutinovic et al. [22] that the power of two technique reduces computation time also for linear convolution.

