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Abstract

Vehicle manufacturers and software developers are making considerable progress in the
field of autonomous vehicle technology. Nevertheless, the highest level of autonomy, the
fully autonomous vehicle without a driver, has not yet been achieved: according to media
reports, there are still serious accidents involving autonomous vehicles, some of which are
due to faults in the vehicle system. This results in a healthy scepticism, so that semi-
autonomous vehicles have not yet been approved in many countries and there are also still
concerns in society.

From a social point of view, the aspect of the dependability of the algorithms is central:
since increasing digitization can not only lead to internal errors in vehicle control, but also
lead to a risk of external attacks on vehicles due to the opening of many interfaces; this
security aspect must already be taken into account in the early development phases of
vehicle systems.

The EAST-ADL is a domain-specific architecture description language for automotive sys-
tems with comprehensive support for modeling the systems as well as diverse additional
information such as requirements, safety, variability modeling, real-time behavior and so
on. Current research activities at TH Nuremberg have added a Security Annex to EAST-
ADL, the Security Abstraction Model "SAM".

In the context of the present work, the following two contributions were made: 1. addition
of social engineering attacks to SAM, which are an increasing threat, and 2. elaboration
of an EAST-ADL compatible modeling tool support in close cooperation with the tool
vendor Metacase. Further additions to SAM became necessary to fully implement the ISO
21434 "Road vehicles - Cybersecurity engineering" standard; now SAM offers conceptually
as well as tool-supported a comprehensive description of this standard and thus enables
a seamless integration of a complete security model with the EAST-ADL modeling of the
overall system.

The combination of integration and extension of the security abstraction model was sub-
sequently evaluated in a study in cooperation with industry partners for its suitability for
everyday use in the practical development of vehicle systems.
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1 Introduction

In film and television, especially in the science fiction genre, people’s futuristic dreams,
desires and fears become reality. But these stories not only provide entertainment, they also
provide research incentives for science. Devices such as smartphones or medical devices such as
CT or MRI are based on devices from the Star Trek series [24]. Many of these stories also show
futuristic cities with self-driving modes of transport in which passengers can pursue whatever
activities they want. More and more vehicle manufacturers, such as Tesla, BMW, Mercedes
etc., were influenced to also deal with the topic of autonomous driving. Tesla in particular is
known for its advanced technology. Some success and failure stories have already been recorded
by the media.

Companies like Tesla have shown that autonomous vehicles of the highest level, i.e., completely
without a driver, are possible, and semi-autonomous vehicles are already being tested in traffic.
To make this possible, data from several cameras and LIDAR (Light Detection and Ranging)
systems are used to observe the vehicle environment. Internal processing units evaluate their
surroundings in the form of images and sensor data and use pre-trained Machine Learning al-
gorithms to calculate the necessary actions that have to be taken in order to get through the
traffic accident-free. Unfortunately, these algorithms are not yet 100 percent reliable, maybe
never will, and the tests in traffic repeatedly lead to malfunctions or failures. For example,
obstacles in the form of a truck standing sideways were overlooked [17], curves were taken at
the wrong angle and the vehicle left the lane or entered the opposite lane, or, as in April 2021
[42], the vehicle started to drive independently without a driver. These incidents illustrate
how big the technological gap to a perfectly autonomous vehicle is. These technical deficien-
cies are partly software-related and partly hardware-related and must therefore be handled
differently in terms of their safety. But not only the safety plays a major role, but also the
security against the manipulation of such systems in order to prevent artificial caused accidents
or, for example, people kidnapping. Examples worldwide show how control over vehicles can
be taken over by the simplest means, for example by manipulating the infotainment system
[12]. In combination with an autonomous vehicle, this can lead to devastating results. This
work aims to address the need for secure automotive software systems by utilizing the Security
Abstraction Model (SAM). To provide a better understanding of the development process of
secure automotive systems, the background of various related standards, models, tools, and
scoring systems is discussed in Chapter 2. This includes an overview of EAST-ADL, which is
a domain-specific modeling language for automotive embedded systems, and AUTOSAR, an
open-standard software architecture for automotive electronic control units. Additionally, the
modeling tool MetaEdit+ is discussed, which allows for the creation of domain-specific lan-
guages and the integration of models and code generation.

Furthermore, the 1SO21434 standard for automotive cybersecurity is introduced, which pro-
vides guidelines for the development of secure automotive systems. In Chapter 2, security is
also discussed in more detail, including different types of attacks and countermeasures that can
be used to mitigate these threats. Additionally, scoring systems, such as the Common Vulner-
ability Scoring System (CVSS) and new scores introduced with the ISO 21434, are presented
as tools for evaluating the severity and likelihood of security vulnerabilities and risks.

In Chapter 3, the problem of implementing security by design with SAM is defined, highlighting
the need for a comprehensive model that includes social-engineering attacks and their counter-
measures. This leads to the formulation of research questions in Chapter 4, which guide the
investigation of the different aspects of implementing security by design with SAM.

Chapter 5 provides an overview of the research methods and processes used to address the re-
search questions. The contributions of this work are presented in Chapter 6, which includes the
integration of social-engineering attacks into SAM, the integration of SAM with MetaEdit+ for



improved usability, and the development of different views for different stakeholders to ensure
the comprehensive modeling of security aspects.

The state of the art in meta-modeling for I'T-security in vehicles and social-engineering attacks
is discussed in Chapter 7. This includes an overview of current research in these areas, as
well as related tools and frameworks that can be used to enhance the development of secure
automotive systems.

Finally, Chapter 8 concludes the work by outlining future directions for research in the field
of secure automotive software systems. The integration of SAM with 1SO21434 is discussed as
a potential way to improve the overall security posture of automotive systems. Additionally,
further work is needed to automate the newly introduced scores from [S021434 and to evaluate
the benefits of using SAM in conjunction with industrial partners.

2 Background

The design and development of modern automotive systems require a complex network of
technologies and standards to ensure their safety and reliability. Two widely used standards
for the design and development of automotive systems are the EAST-ADL and AUTOSAR
standards. EAST-ADL is a domain-specific architecture description language for the develop-
ment of automotive embedded systems, while AUTOSAR is a software architecture standard
for automotive electronic control units. Both of these standards provide a framework for the
design and development of automotive systems.

In order to develop secure automotive software systems, it is also important to have a clear
understanding of security requirements and to implement effective security measures. To this
end, several security-related standards and models have been developed, such as the Security
Abstraction Model (SAM) and the ISO 21434 standard for automotive cybersecurity. SAM is
a framework for modeling the security requirements of automotive software systems, while the
ISO 21434 standard provides guidance on the implementation of cybersecurity in road vehicles.
In addition to these standards, tools such as MetaEdit+ provide support for the creation,
modification, and analysis of models such as SAM. These tools can help developers to identify
potential security weaknesses and implement effective security measures.

Another important aspect of developing secure automotive systems is the use of security scoring
systems. These scoring systems are used to evaluate the security posture of automotive sys-
tems and provide guidance on how to improve their security. Some examples of security scoring
systems include the Common Vulnerability Scoring System (CVSS) and the Automotive Safety
Integrity Level (ASIL) system.

Overall, a comprehensive understanding of these standards, models, tools, and scoring systems
is crucial for the development of secure automotive software systems. In this Chapter, we will
provide an overview of each of these topics and their relevance to the development of secure
automotive systems.

2.1 EAST-ADL

As complexity and number of electronic components in automotive systems continue to
increase, it becomes increasingly important to have effective tools and methods for designing and
developing these systems. The Architecture Analysis and Design Language (AADL) [14] has
been widely used in the design and development of safety-critical systems, including automotive
systems. However, AADL has limitations in terms of supporting the design of automotive
systems. To address this, the EAST-ADL (Embedded Automotive Systems and Technologies
Architecture Description Language) was developed.

EAST-ADL is a domain-specific modeling language that provides a set of concepts, notations,



and guidelines for modeling automotive embedded systems. It was developed in the context of
the European Artemis project, which aimed to develop new technologies for embedded systems.
The language was developed to address the specific needs of the automotive industry, including
the need for support for the modeling of safety and reliability aspects of automotive embedded
systems [13].

EAST-ADL includes concepts for modeling the architecture, behavior, and requirements of
automotive embedded systems. The language is based on a component and connector model,
which allows for modular design and reusability of components. This approach to modeling
provides a high level of abstraction, making it easier to understand and manage the complexity
of automotive systems. EAST-ADL also provides support for modeling the interactions between
components and connectors, as well as the functional and non-functional requirements of these
systems.

One of the main benefits of EAST-ADL is its ability to support early-stage design activities, such
as system architecture and requirements modeling. This can lead to a reduction in development
time and cost. Additionally, the language has been designed to be compatible with other
modeling languages, such as AADL and SysML. This makes it easier to integrate EAST-ADL
models into existing development processes.

EAST-ADL has been used in a number of automotive development projects, including the
development of electric and hybrid powertrains, advanced driver assistance systems (ADAS),
and autonomous vehicles.

2.2 AUTOSAR

AUTOSAR (Automotive Open System Architecture) is a global development partnership
of automotive industry companies and suppliers, which aims to develop and establish an open
and standardized software architecture for automotive electronic control units (ECUs) [19].
The AUTOSAR standard defines a software architecture for ECUs that can be used across
different automotive domains, such as powertrain, chassis, and infotainment. It provides a
common language and framework for the development of automotive software, which can help
to reduce development time and costs, as well as improve software quality and maintainability.
The AUTOSAR architecture is based on a layered approach, with each layer representing a
different level of abstraction. The layers include the application layer, the basic software layer,
and the runtime environment layer. The application layer contains the software components
that implement the functionality of the ECU, while the basic software layer provides the basic
software services that the application layer uses. The runtime environment layer provides the
runtime environment for the ECU, including the operating system and communication services.
One of the key benefits of AUTOSAR is its ability to support the development of complex dis-
tributed systems. It provides a standardized communication protocol, known as the AUTOSAR
communication stack, which enables ECUs to communicate with each other over a variety of
communication buses, such as CAN, LIN, and Ethernet. This can help to simplify the devel-
opment of distributed systems and reduce the risk of errors and compatibility issues.

In addition to the communication stack, AUTOSAR also provides a range of other software
components and services, such as diagnostic services, calibration services, and security services.
These components and services can help to improve the functionality, performance, and secu-
rity of automotive software.

AUTOSAR is a widely adopted standard in the automotive industry, and is supported by a
large number of companies and organizations. It is used in a wide range of automotive applica-
tions, from powertrain control to infotainment systems. The standard is continually evolving,
with new releases being published on a regular basis [19].



2.3 MetaEdit+

MetaEdit+ is a powerful tool developed by Metacase in cooperation with the University
of Jyvéskyla for creating and maintaining domain-specific modeling languages (DSMLs) and
code generators. It was developed by MetaCase, a Finnish software company, specialized in
model-driven engineering (MDE) tools and services [35].

MetaEdit+ provides a graphical modeling environment where users can define their own DSMLs
using a simple and intuitive notation. This notation is based on the concept of metamodeling,
which is a technique for defining the structure and behavior of a modeling language. Metamod-
eling allows users to define their own language concepts and syntax, as well as the semantics of
their language.

One of the main benefits of MetaEdit+ is its ability to generate code directly from DSML mod-
els. This code generation capability allows users to automate the generation of software code,
eliminating the need for manual coding. This can lead to significant time and cost savings, as
well as increased software quality.

MetaEdit+ also provides support for model transformations, which allow users to transform
models from one language to another. This is particularly useful in situations where different
stakeholders are using different modeling languages or tools. Model transformations can help
to bridge the gap between different modeling languages, allowing stakeholders to share and
exchange models more easily.

In addition to these features, MetaEdit+ provides a range of other tools and services for MDE.
For example, it includes support for collaborative modeling, version control, and model debug-
ging. It also provides a range of customization options, allowing users to tailor the tool to their
specific needs and requirements.

MetaEdit+ has been used in a wide range of applications and domains, including telecommu-
nications, automotive engineering, and software development. For example, it has been used
to develop DSMLs for the design and development of telecom network protocols, automotive
control systems, and software development processes.

2.4 ISO 21434

The ISO 21434 is an international standard that provides direction on the implementa-
tion of cybersecurity in road vehicles. It was developed by the International Organization for
Standardization (ISO) in collaboration with the automotive industry, cybersecurity experts,
and other stakeholders. The standard provides a framework for managing cybersecurity risks
throughout the lifecycle of road vehicles, including design and development, production, oper-
ation, maintenance, and decommissioning [32].

ISO 21434 is based on a risk-based approach, which means that the level of cybersecurity pro-
tection required for a vehicle is determined by the level of risk associated with the vehicle.
The standard provides guidance on how to assess the level of risk associated with a vehicle
and how to select appropriate cybersecurity measures to mitigate those risks. It applies to all
parties involved in the development, production, operation, and maintenance of road vehicles,
including manufacturers, suppliers, and service providers.

The standard is designed to address the growing cybersecurity risks in the automotive indus-
try. With the increasing use of connected and autonomous vehicles, the risk of cyber-attacks is
becoming a major concern. The standard provides guidance on how to integrate cybersecurity
into the overall development process for road vehicles, including the design of systems, compo-
nents, and software [32].

The guidance provided in the ISO 21434 can help organizations in the automotive industry to
increase the cybersecurity of their products and services, and to better manage cybersecurity
risks. By implementing the guidance provided in the standard, organizations can reduce the



likelihood of cyber-attacks, protect their customers’ privacy and safety, and maintain the in-
tegrity of their products and services.

In summary, the ISO 21434 is an international standard that provides guidance on the im-
plementation of cybersecurity in road vehicles, with a risk-based approach to determine the
level of cybersecurity protection required. The standard applies to all parties involved in the
development, production, operation, and maintenance of road vehicles, and is designed to help
organizations in the automotive industry to better manage cybersecurity risks and increase the
cybersecurity of their products and services.

2.5 Security

According to the International Organization for Standardization (ISO), security is defined
as "preservation of confidentiality, integrity and availability of information by applying a risk
management process and giving assurance that the information and information processing
systems continue to operate correctly in the face of various threats." [§]

The increasing use of connected and autonomous vehicles has highlighted the need for effec-
tive security measures to protect against cyber threats. As vehicles become more connected
and reliant on electronic systems, the potential risks of cyber-attacks on these systems become
greater. In order to address these risks, the automotive industry has developed a range of
security measures and standards.

One of the key challenges of automotive security is the complexity of modern vehicles. Vehi-
cles today include a range of electronic systems, including engine control units, infotainment
systems, and advanced driver assistance systems. These systems communicate with each other
and with external networks, creating a large attack surface for cyber criminals. As a result,
security measures must be integrated throughout the vehicle design and development process
[50].

The automotive industry has developed a range of security measures to address these risks,
including secure communication protocols, firewalls, and intrusion detection systems. These
measures are designed to protect against a range of cyber threats, such as malware, denial-of-
service attacks, and unauthorized access.

In addition to these measures, there are also a number of industry standards that address auto-
motive security. These include the ISO 21434 [32| standard for cybersecurity of road vehicles,
which provides a framework for managing and mitigating cybersecurity risks throughout the
entire vehicle lifecycle, and the SAE J3061 standard for cybersecurity engineering [11], which
provides guidance on integrating cybersecurity into the vehicle development process.

Another important aspect of automotive security is the need for collaboration and information
sharing between different stakeholders in the industry. The Automotive Information Sharing
and Analysis Center (Auto-ISAC) was established to promote collaboration and sharing of cy-
bersecurity information between automotive industry stakeholders, including manufacturers,
suppliers, and government agencies.

In addition to these measures and standards, there is also a growing focus on the importance of
cybersecurity training and awareness in the automotive industry. As cyber threats continue to
evolve, it is important that all stakeholders in the industry, from engineers to executives, have
a solid understanding of cybersecurity risks and best practices.

2.6 Security Scoring Systems

In today’s world of cybersecurity, it is critical to have a way to measure the severity of
vulnerabilities and their potential impact on systems and networks. Scoring systems provide
a standardized method for assessing the severity of vulnerabilities, allowing organizations to



prioritize their response efforts and allocate resources accordingly.

One of the most widely used scoring systems is the Common Vulnerability Scoring System
(CVSS), developed by the Forum of Incident Response and Security Teams (FIRST) [16].
CVSS provides a standardized method for assessing the severity of vulnerabilities based on a
range of factors, including the ease of exploitation, the potential impact on systems and net-
works, and the level of required privileges.

In addition to these commonly used scoring systems, the recently developed ISO 21434 [32]
standard includes an Impact Rating system, which provides a means of assessing the potential
impact of a security threat on the safety of a vehicle. The Impact Rating system takes into
account the severity of the threat, as well as the likelihood of it being realized and the potential
consequences of a successful attack.

Overall, scoring systems such as CVSS and the Impact Rating from ISO 21434 play a critical
role in modern cybersecurity by providing a standardized method for assessing the severity of
vulnerabilities. By prioritizing response efforts and allocating resources accordingly, organiza-
tions can better protect their systems and networks against potential threats.

2.6.1 CVSS

The Common Vulnerability Scoring System (CVSS) is a framework for rating the severity
of security vulnerabilities in computer systems. It was developed by the Forum of Incident Re-
sponse and Security Teams (FIRST) to provide a standardized, open methodology for assessing
the impact of security vulnerabilities. The CVSS framework assigns a score to each vulnerabil-
ity based on its potential impact on confidentiality, integrity, and availability, as well as other
factors such as exploitability and remediation level. The score ranges from 0 to 10, with higher
scores indicating more severe vulnerabilities [16]. The CVSS is widely used in the industry to
prioritize security vulnerabilities and to assist in the allocation of resources for vulnerability
management. The CVSS score is calculated based on a set of metrics, which include the Base
Score, Temporal Score, and Environmental Score. The Base Score provides a measure of the
intrinsic severity of a vulnerability, while the Temporal Score takes into account the current
state of the vulnerability, such as the availability of a patch. The Environmental Score considers
the unique characteristics of an organization’s systems and networks, such as the presence of
mitigating controls. Since the Environmental Score isn’t necessary for this thesis it is not listed
below.

Algorithm 1 Base Score

If (Impact sub score <= 0) 0 else,

Scope Unchanged® Round up (Minimum [(Impact + Exploitability), 10])
Scope Changed Round up (Minimum [1.08 x (Impact + Exploitability), 10])

and the Impact sub score (ISC) is defined as,

Scope Unchanged 6.42 x I.SCpgse
Scope Changed 7.52 X [ISCp,se-0.029] - 3.25 X [[SCpase-0.02]"°

Where,

ISCpase = 1 - [(I-Impactcons) X (1-Impactprey) X (1-Impact apai)]




Algorithm 2 Temporal Score
Round up(BaseScore x ExploitCodeMaturity x RemediationLevel x ReportConfidence)

Attack feasibility rating | CVSS exploitability value
High 2.96-3.89
Medium 2.00-2.95
Low 1.06-1.99
Very low 0.12-1.05

Table 1: Example CVSS exploitability mapping.

2.6.2 ISO 21434 Scores

The ISO 21434 standard introduced three new scores for assessing the cybersecurity of auto-
motive systems: the attack feasibility rating, the impact rating and the risk value determination|32].
The attack feasibility rating assesses the likelihood and ease of a successful cyber attack, con-
sidering factors such as the attacker’s skills, resources, and motivation, as well as the system’s
vulnerabilities and defenses.

The impact rating evaluates the potential consequences of a successful cyber attack on a sys-
tem or component, taking into account factors such as safety, financial impact, and operational
disruption.

The risk value determination combines the impact and attack feasibility ratings to provide a
quantitative measure of the overall risk posed by a particular cyber threat. It helps to prioritize
cybersecurity measures and to communicate the risk to stakeholders.

Algorithm 3 Attack Feasibility Rating
E=822xVxCxPxU

where

E is the exploitability value;

V is the numerical value associated to the attack vector, ranging from 0,2 to 0,85;

C is the numerical value associated with the attack complexity, ranging from 0,44 to 0,77;

P is the numerical value associated with the privileges required, ranging from 0,27 to 0,85; and
U is the numerical value associated with user interaction, ranging from 0,62 to 0,85.

based on the numerical value it is possible to map the results in non-numerical values as seen
in Table 1.

It is also possible to translate the attack feasibility and the impact into numerical values as
seen in Table 2.



Algorithm 4 Impact Rating
The impact rating of a damage scenario shall be determined for each impact category to be
one of the following:

e severe S3: i.e. life-threatening injuries (survival uncertain), fatal injuries;
e major S2: i.e. severe and life-threatening injuries (survival probable;
e moderate S1: i.e. light and moderate injuries; or

e negligible SO: i.e. no injuries

Attack feasibility rating gﬁ?ﬁ;ﬁil fzzlslil]gii ty Impact rating flj)?rlnnelr;;i value I
Very low 0 Negligible 0

Low 1 Moderate 1

Medium 1.5 Major 1.5

High 2 Severe 2

Table 2: Translation of attack feasibility rating and impact rating to numerical values.

Algorithm 5 Risk Value Determination
Based on the attack feasibility rating and the impact rating it is possible to determine the risk
value as seen in Table 3.

Attack feasibility rating
Very Low | Low | Medium | High
Severe 2 3 4 5
. Major 1 2 3 4
Impact rating Moderate 1 2 2 3
Negligible 1 1 1 1

Table 3: Risk value determination matrix.
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3 Problem Definition - Security by Design with SAM

The Security Abstraction Model SAM [6] is a specification of a modeling language for rep-
resenting security-related properties in automotive software systems. This modeling language
enables a security analysis of attack vectors in the automotive sector and allows for an in-depth
risk analysis. With SAM both potential attacks and countermeasures against these attacks can
be modeled. Furthermore, this allows the connection of security management and model-based
systems engineering on an abstract description level according to the principles of automotive
security modeling. SAM was defined based on security requirements from common industrial
scenarios. It aims to be a solution for representing attack vectors on vehicles and provide a
thorough security modeling for the automotive industry.

The Security Abstraction Model (SAM) is a modeling language that enables the integration
of security-related information in system design. SAM provides a systematic way of specify-
ing security-related requirements, policies, and mechanisms in the system architecture. The
EAST-ADL, on the other hand, is an architectural modeling language used in the development
of automotive systems.

SAM and EAST-ADL are connected through the concept of "Ttem". An Item in the EAST-ADL
represents a functional or non-functional requirement of the system. SAM extends this concept
by adding security properties to the Item, allowing the specification of security requirements
and mechanisms that are necessary to satisfy the functional and non-functional requirements
of the system.

In essence, SAM provides a way to integrate security considerations into the system archi-
tecture by defining security properties for Items in the EAST-ADL model. This enables the
development of secure and reliable automotive systems that meet the required functional and
non-functional requirements while also addressing potential security threats [4]. Item refers to
a number of features of an automotive system. SAM tries to present all important criteria of
the attack vectors, from the adversary’s motivation up to the security breach. This allows a
system to be represented from a security perspective in the early software development phase.
In addition to the attack motivations, SAM also describes all intrinsic and temporal character-
istics of an attack, e.g., effects on the security objectives (confidentiality, availability, integrity,
etc.), the complexity of the attack, the affected object and the vulnerability. In the latest
version, SAM can now also model social engineering attacks |7]. SAM acts as an extension
to the EAST-ADL, because the EAST-ADL addresses relevant aspects of automotive systems
(Being a major requirement for security modeling that is not offered by languages like SysML
[51] or AADL [1], which only offers feature modeling); especially the features of a vehicle of any
kind. In addition, the EAST-ADL speaks directly about functional safety and ISO 26262 in its
Dependability Model. SAM identifies Items, Requirements as well as Hazards from architecture
and dependability modeling and relates them to Attacks and Security Concepts.

Although SAM is developed as part of the EAST-ADL, it is not necessarily bound to EAST-
ADL. SAM as a metamodel is independent of other languages but for connectivity links to
‘Item’ and ‘Requirement’ of the EAST-ADL. In addition, SAM can also be used independently
of the rest of the system model in order to provide an overview of safety critical system parts
before or at the beginning of the system engineering process. Models created according to
SAM permit calculating a vulnerability score based on the Common Vulnerability Scoring Sys-
tem [15]. This scoring system allows a qualitative representation (such as low, medium, high
and critical) of the severity of an attack and thus enables prioritization in the vulnerability
management process. First attempts were to implement a generator that transfers the model
data to an online tool. However, since this would have required a longer modeling time due
to the transfer to the online tool and a permanent internet connection, this idea was rejected.
In the current version, the CVSS calculator is integrated directly into the SAM modeling tool
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MetaEdit+. The advantage of this is that no internet connection is required and the results
can be viewed in real time next to the rest of SAM models. During the integration, same the
color scheme of the CVSS was used. In this way, other analysis tools can also be integrated [7].

In the next development phase, a report system for safety-critical components of the system
based on ISO 21434 is to be created.
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4 Research Questions

Security is a critical concern in the automotive industry, as the increasing reliance on elec-
tronic systems and connectivity expose vehicles to new and evolving security threats. In recent
years, there has been a growing interest in developing security models and standards to ad-
dress these threats. The Security Abstraction Model (SAM) is one such model that provides
a systematic way of specifying security-related requirements, policies, and mechanisms in the
system architecture of automotive software systems.

However, there are still some important questions that need to be addressed in order to fully
leverage the capabilities of SAM and ensure that it remains relevant and effective in addressing
the evolving security threats in the automotive industry.

One important area of focus is social engineering attacks. While SAM has been enhanced to
address these types of attacks, there is still a need to explore what modeling support needs to
be added to SAM to enable comprehensive modeling of social engineering attacks, countermea-
sures, and their relationships to the actor and the rest of the automotive system model. Such
modeling support would be critical in developing effective countermeasures against these types
of attacks.

Another important consideration is how to increase the applicability of the SAM model for
practitioners. While SAM provides a systematic approach to security modeling, it is impor-
tant that the model is easy to use and practical for practitioners in the automotive industry.
Therefore, research should be conducted to explore how the SAM model can be made more
user-friendly and how it can be integrated into existing development processes.

Finally, there is a need to explore the benefits and challenges of integrating the SAM model
with a focus on cyber security into the ISO 21434 standard for automotive cybersecurity. While
this integration would help to improve the overall security posture of automotive systems, there
are likely to be challenges in implementing the SAM model within the context of the ISO 21434
standard. Therefore, it is important to explore the benefits and challenges of this integration
and develop strategies for addressing any challenges that arise.

The SAM model is a valuable tool for addressing security threats in the automotive industry,
but there are still important questions that need to be addressed in order to fully leverage
the capabilities of this model. Based on the previous considerations, the following research
questions arise:

e RQ1: What modeling support needs to be added to SAM in order to enable comprehensive
modeling of social engineering attacks, countermeasures, and their relationships to the
actor and the rest of the automotive system model?

e R(Q)2: How to increase the applicability of the Security Abstraction Model for the practi-
tioner?

e RQ3: What are the benefits and challenges of integrating the Security Abstraction Model
(SAM) with a focus on cyber security into the ISO 21434 standard for automotive cyber-
security, and how can this integration improve the overall security posture of automotive
systems?
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5 Research Methods and Process

In this chapter, we present the methods utilized to achieve the research goals as seen in
Figure 2. Initially, we describe the research process, followed by an explanation of the concrete
methods used in this thesis. The research questions were formulated based on the current
problem from Chapter 3 and open questions from research and industry in the field of vehicle
safety and security of autonomous vehicles. Chapter 4 provides an overview of the research
questions. The state-of-the-art and state-of-the-practice were then critically examined using
formal research [60] and filtered to identify the most relevant techniques to solve the research
questions. The next step involved defining solutions to various problems, designing and im-
plementing them in the form of algorithms and new methods. Each solution was evaluated
through a suitable study methodology, and the results were published as papers and reports.
The research objectives were achieved when the results agreed with the expected outcome. If
the results did not match, a new methodology was developed and tested based on the experi-
ence gained. Various research methods were utilized in achieving the research objectives. For
instance, the "proof of concepts" method |27] was used to demonstrate that the solution con-
cept works for the first research objective. On the other hand, the "proof by demonstration"
method [27] was employed for research goals 3 and 4, where we presented solutions in the form
of demonstrations to potential users. Additionally, since the solutions might change based on
feedback from practitioners, we need to consider this during the development process.

Result Publications

Problems in
Research and
Industry

State-of-the-art

Y

Research Goal I— ; . . .
[ Definition ]—)[Smentmc ReseathSolut|on DeﬁmllonH Implementation H Evaluation ]

r 3

State-of-the-practice

New Insights-

Figure 2: Research Process
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6 Contributions

The Security Abstraction Model (SAM) is a well-established framework for modeling the se-
curity requirements of automotive software systems. However, SAM was not originally designed
to model social engineering attacks, which can be a significant threat to the cybersecurity of
automotive systems. To address this gap, we have developed an extension to SAM that en-
ables the modeling of social engineering attacks and their relationships to the actors and the
rest of the automotive system model. This modeling support enables a more comprehensive
understanding of the security requirements of automotive software systems, and it can help
developers to better anticipate and prevent social engineering attacks.

In addition to the modeling support added to SAM, we have also integrated the enhanced
model with Meta-Edit+, a modeling tool that provides support for the creation, modification,
and analysis of SAM models. This integration has enabled us to provide tool support for the
enhanced SAM model, making it easier for developers to use and apply the new modeling fea-
tures. With Meta-Edit+ support, developers can more easily create and modify SAM models
that include social engineering attacks, and they can analyze the models to identify potential
security weaknesses.

Finally, we have also integrated the ISO 21434 standard for automotive cybersecurity into SAM.
This integration allows SAM to model the security requirements of automotive systems in a
way that aligns with the ISO 21434 standard. By incorporating the ISO 21434 standard, SAM
can provide guidance on the implementation of cybersecurity in road vehicles, with a risk-based
approach to determine the level of cybersecurity protection required.

6.1 Research Question 1: Social-Engineering Attacks

Although vehicles cannot become direct victims of such attacks, can be impacted if the
attacks are successfully carried out on employees involved in vehicle development or on private
car owners. Social engineering attacks can provide attackers with access to individual vehicle
parts or even the entire vehicle, and in many cases, these attacks can only be discovered but
not prevented. For example, a quid pro quo attack, in which a victim provides information or
access in exchange for other services, can be difficult to prevent.

Private car owners are a popular target for social engineering attacks due to the different moti-
vations behind such attacks. An attacker may attempt to take control of the vehicle by tricking
the owner into installing malicious software or hardware in the vehicle, as described in [12].
Alternatively, an attacker may seek valuable information about the driver that can be used for
further social engineering attacks on targets related to the victim, such as the victim’s employer.
An attack on a vehicle owner may involve spying on the victim’s vehicle type, contacting the
victim with the identity of a service employee, and trying to obtain information about the
vehicle and its usage behavior in a service conversation. The attacker then contacts the victim
with the identity of a service employee and tries to find out more about the vehicle, the info-
tainment system and its usage behavior in a service conversation. He then offers the victim a
free security update via CD, USB stick or mobile phone app, which the victim can download
from a fake website or receive by post. This update actually installs malicious software that
enables the attacker to read the victim’s mobile phone data or to access the microphone of the
hands-free system in order to record conversations and send them to the attacker via the mobile
data connection of the mobile phone or vehicle. Alternatively, software can also be installed
that gives the attacker control of the vehicle as in [21]. This example is modeled in Figure 3.

To prevent such attacks, possible points of attack via social engineering attacks must be iden-
tified and taken into account during the development of the components. With the current
version of SAM, it is now possible to map social engineering attacks and develop a counter-
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strategy. This Chapter describes how the original metamodel in SAM [62] was adapted to
enable the representation of social engineering attacks. This was achieved by introducing a
new abstract class called "Target," which generalizes the Item class already known in SAM and
the new HumanActor class required for social engineering attacks. The HumanActor class has
two attributes of the String type, which represent the exploitable human properties of curiosity
and helpfulness. The use of these properties is measured by the ResilienceLevel type, which
ranges from not defined (X), none (N), low (L), to high (H). An association of the Resilience
class refers to the HumanActor class and represents the mental resistance to social engineering
attacks. The Resilience class possesses attributes such as cautiousness, contentment, courage,
experience, and knowledge, which correspond to the ResilienceLevel type and measure the ex-
tent of the property required to defend against the attack.

The Chapter concludes by emphasizing the need for adequate security concepts to counter social
engineering attacks, particularly as the resilience of the victim plays a crucial role in the success
of such attacks. By identifying the possible points of attack and developing counter-strategies
using SAM, vehicle developers can better protect against social engineering attacks on vehicles.
The Common Vulnerability Scoring System (CVSS) is not relevant for the assessment, as the
values in the Resilience class show an assessment of the severity of the attack but an extended
scoring system is under development.
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Figure 3: SAM model of Service Call Scam.

6.2 Research Question 2: Model Integration for Applicability In-
crease

Although it is possible to create tooling for the Security Abstraction Model (SAM) from
scratch, MetaEdit+ [35], a commercial language workbench, was used to automate most of the
required functionality. This approach only required defining the parts specific to SAM, such
as its modeling concepts, rules, notation, and integration with other tools. Using MetaEdit+
not only speeds up implementation, but also enables easy evolution when the modeling needs
change. Moreover, MetaEdit+ offers implementation of EAST-ADL [36] and other relevant
functionality needed for automotive system development, such as collaborative modeling, ver-
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sion control, integration with relevant tools applied in automotive, and availability of supporting
services. However, some parts related to tooling, such as showing elements of SAM in the user
interface and deciding how to indicate if constraints are not followed, deserved attention. Con-
straints that are considered mandatory are checked and reported at modeling time, while those
not sensible to check, such as minimum cardinalities in the metamodel, are shown as recom-
mendations in the live check pane at the bottom of the diagram. This way language users get
immediate guidance to create security models.

SAM, like EAST-ADL, originally focused on language concepts and defining the exchange for-
mat via a metamodel. Defining the whole language required covering concrete syntax, all
constraints, language usability topics, as well as integration with other tools. Half of the effort
was on defining the metamodel, constraints, and notation, and almost the second half on imple-
menting ways to calculate vulnerability scores. Feedback loops from two SAM knowledgeable
individuals during the implementation phase led to revising the implementation and parts of
the SAM metamodel. The tooling was tested and verified by using SAM to specify various kinds
of systems and by comparing them with the reference test cases. The implementation started
by integrating SAM in the existing metamodel of EAST-ADL, following the same conventions,
such as security models having the same naming policies, all model elements having a globally
unique identifier (UUID), and SAM following the same package structure as EAST-ADL uses to
organize specifications. SAM concepts were also integrated with already existing EAST-ADL
concepts, like Item from Dependability and 1SO26262, VehicleFeature from variation models
addressing product lines, and Requirements from specifying and tracing with system require-
ments.

MetaEdit+ allows to specify metamodels graphically [34] similarly to UML, SysML, EAST-
ADL or AUTOSAR as well as SAM.This allowed us to integrate all the language constraints,
notations, model checking, and generators in one place, which would have been specified sepa-
rately and resulted in inconsistencies and low quality |58, 5]. By using MetaEdit+, we achieved
a tight integration of the whole language definition, which significantly improved the language’s
quality. Figure 4 depicts the concepts of SAM, as defined in MetaEdit+. The list of Objects
illustrates the key modeling elements of SAM, the list of Relationships shows the connections
between these elements, and the list of Roles demonstrates how an object participates in rela-
tionships by being directed or undirected, having constraints or detailed properties.

[5] Graph Tool: Security - O X
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= |tem 1 SubAttackGroup referred_from
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SecurityConcept
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% Actor
HumanActor
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Figure 4: Defined language concepts of SAM.

To minimize the modeling effort the implementation defines one AttackMotivation and its
concrete subtype is selected from a property. This way the type of AttackMotivation (Harm,
Financial Gain etc.) can be changed without deleting the old one and creating and re-connecting
a new one. This definition, compared to having a language construct for each subtype, is
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possible because all subtypes have the same properties and constraints. Also, for the reference
from Attack to OperationalSituation, the role AttackSituation has a property to select if based
on Traffic or Environment. Each element of SAM shown in Figure 4 are defined with further
details. Figure 5 shows one such definition: The Vulnerability and its nine properties.
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describes the weakness and affiliation to one or more ltems.

Figure 5: Definition of Vulnerability.

The first three properties are derived from the EAST-ADL and AUTOSAR metamodels,
while the remaining ones are specific to SAM. These properties are subject to rules and con-
straints, such as the mandatory requirement for the "Short name" property to start with an
alphabetical character, followed by possible characters, numbers or underscores, and the con-
straint of the "Scope of Vulnerability" property to have only two possible values (unchanged or
changed). To enhance usability, we reordered the properties to match the order in which secu-
rity engineers are expected to fill them, following the same order as the vulnerability analysis
tool Common Vulnerability Scoring System CVSS [16]. An example of how the Vulnerability
concept is used is illustrated in the modeled example of an social-engineering attack as seen in
Figure 3 before. The definition of the Vulnerability modeling concept was completed by pro-
viding a description of the concept in SAM, which is available in the help system. Constraints
in SAM can be applied either as part of the metamodel or via a model checker. For instance,
rules on legal connections and uniqueness of element names can be checked and enforced dur-
ing modeling time. The uniqueness of model elements is ensured by defining a constraint for

each element. Figure 7 provides an illustration of the uniqueness constraint for the name of
Vulnerability.
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Figure 7: Constraint for uniqueness of Vulnerability.

Examples of the latter kind of rules are those on completeness. For these kinds of rules
model checking and guidance is provided for language users while it is applied. Implemented
tool support for SAM covered the following constraints:

e Attacks and AttackMotivations may form a tree and cyclic structures are not allowed.
e Attack must refer to at least one Vulnerability.

e Vulnerability must refer to at least one Attack.

e Item must refer to at least one VehicleFeature.

e Item or HumanActor must refer to at least one Vulnerability.

e [tem or HumanActor must refer to at least one AttackMotivation.

Hazard must refer to at least one Item.

SecurityConcept must refer to at least one Requirement.

SecurityConcepts motivated by documentAttack must refer to an Attack.

Requirement must be related to a SecurityConcept.

Score must be connected to one Vulnerability.

Resilience must refer to at least one HumanActor.
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For the notation we applied a similar style as was already applied in EAST-ADL. In par-
ticular, we used various visual variables for the notation, such as shapes, colors and fonts, as
guided by [38] improving readability, understanding and working with security models. Figure
8 illustrates the notation for the Vulnerability element. The notation is defined with the Symbol
Editor of MetaEdit+.
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Figure 8: Symbol definition for Vulnerability.

Alternatively, existing visualizations could be imported and applied. Initially the notation
provided just the basics: A light green rounded rectangle showing the unique name of Vulner-
ability followed by its properties, like Remediation level. To differentiate better the various
notational elements, the symbol definitions were extended with a visual clue on the upper right
corner: See e.g., Software Update Protection vulnerability in Service Call Scam attack (Figure
3). SAM models can be utilized to analyze and compute vulnerability scores. To enable this, a
generator was implemented to export data from models to the Common Vulnerability Scoring
System (CVSS), which provides a numerical score indicating the severity of a vulnerability.
This score can be translated into a qualitative representation, such as low, medium, high, and
critical, to assist organizations in prioritizing their vulnerability management processes. Addi-
tionally, the integration of SAM with other analysis tools is feasible, provided that they offer
programmable APIs or similar mechanisms, and depending on their capabilities, the results
can be included back to the model. To illustrate, MetaEdit+ can display the score directly in
the Vulnerability model element, making the information accessible when tracing from security
properties to requirements, features, and system design in general. To avoid the slow model-
ing and score calculation process that results from using an external web-based calculator, we
implemented the CVSS calculator into the SAM modeling tool. This was achieved by using
the same generator system that produced vulnerability vectors to feed the existing CVSS cal-
culator, which allowed vulnerability scores to be calculated in real-time during modeling. The
Score element was employed to display the results, with the color schemes of CVSS used for the
notation of Score. Figure 3 demonstrates the CVSS calculation during modeling time and the
display of results directly in the model. SAM was tested by applying it to security modeling,
using known security examples as reference cases. During this testing phase, the SAM meta-
model was refined for usability and when used for CVSS calculation. Since the metamodel of
SAM was integrated with the metamodel of EAST-ADL, SAM was also directly applied as an
extension of EAST-ADL (see Figure 10).
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Figure 10: Security package as part of EAST-ADL (Security is selected and highlighted).

6.3 Research Question 3: Integrating ISO 21434 for Cybersecurity
Threat Analysis

ISO 21434:2020 [32] is a standard that provides guidance for managing cybersecurity risks
in the automotive industry, including vehicles with automation capabilities. With the rise of
autonomous and semi-autonomous vehicles, the need for robust cybersecurity measures be-
comes increasingly critical. Vehicle automation relies heavily on software, connectivity, and
data processing capabilities, which can be vulnerable to cyber threats. Therefore, integrating
cybersecurity into vehicle automation systems is crucial to ensure the safety, security, and reli-
ability of these vehicles.

ISO 21434 [32] provides a framework for incorporating cybersecurity into the development, pro-
duction, operation, and maintenance of vehicles with automation capabilities. The standard
emphasizes the need for a systematic approach to managing cybersecurity risks throughout the
entire lifecycle of road vehicles, including those with automation capabilities. This involves
identifying and assessing potential cybersecurity risks associated with vehicle automation, such
as unauthorized access, data tampering, and remote manipulation of vehicle functions. It
also requires developing appropriate mitigation measures to minimize the risk of cybersecurity
threats impacting the safe operation of automated vehicles.

The standard provides guidelines for establishing secure development practices for automotive
systems, including those related to vehicle automation. It emphasizes the importance of in-
tegrating cybersecurity into the entire development process, including secure coding practices,
secure configuration management, and secure software supply chain management. This in-
volves implementing secure coding standards and best practices specifically tailored for vehicle
automation, securing communication channels between vehicle automation components, and
ensuring the integrity and security of software components and updates used in automated
systems.

ISO 21434 also highlights the need for rigorous testing and validation of automotive systems,
including those related to vehicle automation. It provides guidelines for conducting vulnerabil-
ity scanning, penetration testing, and security assessments to assess the security of automated
systems. This involves testing the functionality and security of automated features, identifying
potential vulnerabilities and weaknesses, and validating the effectiveness of cybersecurity mit-
igation measures in automated systems before deployment.
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The standard emphasizes the importance of complying with relevant regulations and standards
related to automotive cybersecurity, including those that apply to vehicle automation. This
involves understanding and adhering to regulations and standards that specifically address
cybersecurity in automated vehicles, such as UN Regulation No. 156 [55] Software Update
Processes and Management Systems. Compliance with these regulations and standards can
help ensure that automated vehicles meet the required cybersecurity requirements and operate
securely and safely.

Finally, ISO 21434 underscores the need for comprehensive documentation and traceability
of cybersecurity-related activities, including those associated with vehicle automation. This
involves maintaining clear and traceable records of risk assessments, development practices,
testing results, and compliance evidence specifically related to vehicle automation. Documen-
tation and traceability are essential for audit and review purposes, as they provide evidence of
compliance and accountability in ensuring the cybersecurity of automated vehicles.

The Security Abstraction Model (SAM) is a structured framework used by the automotive
industry to manage cybersecurity risks in vehicles. It covers all stages of a vehicle’s lifecycle,
from design and development to production, operation, and maintenance. The emergence of
ISO 21434, a standard focused on cybersecurity engineering in road vehicles, has made it crucial
for the automotive industry to integrate ISO 21434 into SAM to ensure robust cybersecurity
practices.

Integrating ISO 21434 into SAM offers several benefits, including standardization and con-
sistency of cybersecurity practices across the organization, comprehensive risk management
throughout the entire vehicle lifecycle, secure development practices at every stage, robust
testing and validation processes, and compliance with industry regulations and standards re-
lated to automotive cybersecurity.

By incorporating the guidelines outlined in ISO 21434 into SAM, automakers can strengthen
their cybersecurity posture and mitigate cybersecurity risks effectively in vehicles. The in-
tegration of ISO 21434 into SAM promotes a uniform approach to cybersecurity processes,
methodologies, and documentation, making it easier to manage and assess cybersecurity risks
consistently throughout a vehicle’s lifecycle. It also helps automakers comply with industry
regulations and standards related to automotive cybersecurity, which enhances the overall cy-
bersecurity posture of the vehicles.

The integration of the ISO 21434 standard into SAM has changed the metamodel, and new items
have been added to SAM to enable a more detailed and comprehensive risk analysis. The new
items that have been added are Asset, Damage Scenario, Threat Scenario, ImpactRatingScore,
RiskScore, AttackFeasibilityRating, and AttackFeasibilityScore. These items are illustrated in
the example Figure 11, and the current meta-model can be viewed online !.

"https://www.in.th-nuernberg.de/professors/BerglerMa/SAM /
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Figure 11: Security Model example of the newest version of SAM. The scenario describes a
manipulation of the braking functionality.

The new item Asset complements the existing "Target"” in the metamodel, which can be
both a "HumanActor" and an "Item" in the sense of ISO 26262. The Asset item refers to
any entity that requires protection from cyber-attacks, such as a vehicle, a component of the
vehicle, or any other element that is critical for the safe and secure operation of the vehicle.
According to ISO 21434, a damage scenario is a hypothetical event or sequence of events that
could lead to harm to the vehicle, its occupants, or its surroundings [41]. Tt takes into account
the potential sources of harm, the likelihood of the harm occurring, and the severity of the harm
that could result. The purpose of defining damage scenarios is to identify the risks associated
with the use of the vehicle and to establish measures to prevent or mitigate the effects of those
risks.

With the introduction of the new item "DamageScenario," the consequences of a successful
attack can now be modeled and additionally evaluated by the "ImpactRatingScore." The Tm-
pactRatingScore assesses the impact of an attack scenario based on factors such as the severity
of the damage caused, the extent of the damage, and the duration of the impact.

A threat scenario, according to ISO 21434, is a hypothetical situation or sequence of events
that could lead to a security threat to a vehicle’s functions, components, or data. It includes
the potential sources of the threat, the probability of the threat occurring, and the severity of
the consequences that could result. The goal of defining threat scenarios is to identify potential
security risks and vulnerabilities and to establish measures to prevent or mitigate the effects of
those risks.

By integrating the item "ThreatScenario," it is now possible to describe the attack scenario
more precisely. In addition, in combination with the other newly introduced scores, an assess-
ment of the risk for such a scenario can be given using the "RiskScore" item. The RiskScore
item evaluates the overall risk associated with a given threat scenario based on the probability
of the attack occurring and the potential consequences of the attack.

The already existing item "Attack" was supplemented by the "AttackFeasibilityScore," whereby
the feasibility of an attack can be better assessed. Since the Common Vulnerability Scoring
System (CVSS) is already integrated into SAM; this can be used as a basis for calculations.
Thanks to the successful integration of the ISO 21434 standard into SAM, it is now possible to
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model and evaluate the following points with more accuracy and precision:

1.

- W

S R

Item Definition

Asset Identification
Identification of Threat Scenarios
Impact Rating

Attack Path Analysis

Attack Feasibility Rating

Risk Value Determination

Risk Treatment Decision

Cybersecurity Concept

According to our research, it appears that SAM already addresses the two remaining topics
of Cybersecurity Goals and Cybersecurity Claims. However, the standard’s language regarding
these points are not entirely clear, and additional research is needed to confirm this thesis with
certainty.

Thanks to the successful integration of ISO 21434, it is not only possible to evaluate vulnerabili-
ties, but also attacks and their impact on a system. For this purpose, new scores are introduced
in the metamodel based on the ISO 21434 standard:

1.

AttackFeasibilityScore: The AttackFeasibilityScore refers to the attack feasibility rating
from the standard. This describes the feasibility of an attack on our system. The cal-
culation basis for this is the already implemented CVSS score. According to CVSS, the
ratings are mapped to numbers and used in the corresponding formula from the standard.
The new formula is (E' = 8.22xVxCxzPxU) |41] where E is the exploitability value; V for
the value of the attack vector; C for the attack complexity value; P for the value of the
privileges required and U for the value of the user interaction. This value can then be
mapped back to a textual evaluation based on the standard.

. ImpactRatingScore: The ImpactRatingScore refers to the impact rating from ISO 21434.

This value describes the severity of the consequences of a damage scenario. The impact
rating can have the values Negligible (0), Moderate (1), Major (1.5) and Severe (2).

RiskScore: The RiskScore refers to the risk value determination from the standard. This
value describes the risk that a threat scenario will occur. According to ISO 21434, this
value can be determined either using a matrix or using your own calculation formulas.
In both cases, the Impact Rating and the Attack Feasibility Rating are used. In our
example, we use the risk matrix provided in the standard as seen in Table 3.

In our example (Figure 11), the following values result for the respective scores:

BaseScore: 7.1 High

TemporalScore: 7.1 High

AttackFeasibilityScore: 1.05 Low (E = 8.2220.5520.4420.6220.85)
ImpactRatingScore: 2: Severe (based on the definition in the standard)

RiskScore: S: 2 (based on the evaluation matrix in the standard)
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6.4 Summary

In summary, our contributions have been significant in enhancing the Security Abstraction
Model (SAM) to model social engineering attacks, providing tool support through Meta-Edit+,
and integrating the ISO 21434 standard for automotive cybersecurity. Our enhancements to
SAM enable a more comprehensive understanding of the security requirements of automotive
software systems and provide developers with the tools necessary to identify and prevent poten-
tial security weaknesses. By highlighting our contributions, we hope to provide a clear overview
of the enhancements made to SAM and how they can improve the overall cybersecurity of au-
tomotive systems.
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7 State of the Art

The importance of cybersecurity has grown significantly with the widespread use of tech-
nology in various domains. In recent years, the automotive industry has also been affected
by this trend due to the increasing integration of digital components in vehicles. This has led
to a greater need for I'T-Security in Vehicles to prevent cyber-attacks and ensure the safety
and reliability of modern vehicles. However, even with robust I'T-Security measures in place,
human vulnerabilities can still be exploited through Social-Engineering Attacks. Therefore,
it is essential to educate employees and customers on cybersecurity best practices to prevent
such attacks. In addition, Software Security Analysis Tools have been developed to assist in
identifying and preventing software vulnerabilities during the development process. These tools
provide automated analysis of software code to identify security flaws and can help ensure the
safety and reliability of software used in vehicles. In this chapter, we will discuss the current
state of the art in these three areas, including recent developments, challenges, and future
directions.

7.1 IT-Security in Vehicles

The increase in the number of hacks on cars and other connected devices in recent years

has raised the importance of security measures [54, 23, 20]. These security breaches are not
just rare occurrences, as certain car models or their components, such as Toyota, Hyundai,
Kia, and Volkswagen, have already been hacked [54, 23, 22]. Modern cars, with anti-theft sys-
tems, tire pressure monitoring systems, remote keys, Bluetooth, radios, and telematics access
functionality, face numerous security challenges. Additionally, infotainment systems that offer
access to third-party applications and the internet can be a potential target for social engineer-
ing attacks. As digitalization continues to advance, attackers can gain access to confidential
data and smuggle malicious software into the development process [46]. Customer concerns
and lawsuits on vulnerabilities push the automotive industry to prioritize the implementation
of security measures [54]. However, developing and maintaining secure systems is not an easy
task. Security cannot be an afterthought and should be designed from the very beginning of
the system design [47]. The actual development of secure and trustworthy systems requires
time, expertise from multiple fields and stakeholders, and needs to be integrated into other
development processes and practices. To overcome these challenges, proper security design
practices should be implemented to smoothly integrate security in the development processes
of automotive companies. The increasing digitalization of vehicles resulted in modern vehicles
becoming interconnected computer networks with advanced software components [3, 28, 59|.
Autonomous vehicles will continue this trend towards more communication interfaces for rea-
sons of functionality, safety, and comfort. Therefore, collective research efforts in the field of
vehicle security are crucial for the protection of human lives [3, 28, 59].
The combination of state-of-the-art software components with legacy interfaces and hardware
infrastructure decisions can be risky from an IT security perspective. Insecure and unen-
crypted protocols, such as Controller Area Network (CAN), were not designed in accordance
with today’s security principles, and secure automotive network architectures were not priori-
tized in the past due to the general prejudice of cars’ security due to their technical complexity
[51]. Development processes were sluggish, and the lack of standard guidelines and low soci-
etal pressure led to a rather slow transformation of automotive development processes taking
the security-by-design principle systematically into consideration. Existing countermeasures
against cyber-attacks, such as the use of message cryptography for encrypting, authenticating
or randomizing vehicle-level network messages, focus mainly on concrete attacks and do not
consider the complexity of the access options offered by modern vehicles [51].
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Defining and enforcing security goals for the automotive system is necessary to improve overall
security. The security goals that should be addressed include integrity, authenticity, confi-
dentiality, reliability, availability, and accountability. Attack vectors, such as gaining remote
control access to the vehicle using the OEMs cloud and/or mobile application’s infrastructure,
getting SecurityAccess via Unified Diagnostic Services (UDS), controlling the car via Onboard
Diagnostic (OBD) injection, and remotely breaking into the telematics unit, can affect multiple
security goals [44, 30, 43, 29, 26, 61, 18]. According to the SAE J 3601 "Cybersecurity Guide-
book for Cyber-Physical Vehicle Systems" [47|, security should be considered throughout the
entire development, production, and operation process of automotive systems. Techniques for
threat analysis and risk assessment, threat modeling and vulnerability analysis, such as attack
trees, table-based, use-case-based, and misuse case-based character, can be linked to require-
ments and design specifications in the early stages of development [47, 10, 31, 45, 33, 37].

7.2 Social-Engineering Attacks

Social engineering attacks are a type of cybersecurity attack that exploit human vulnerabil-
ities to gain access to sensitive information or systems [48]. Unlike traditional attacks that rely
on technical exploits, social engineering attacks manipulate human psychology and behavior
to achieve their goals. Social engineering attacks can take many forms, including phishing,
pretexting, baiting, and quid pro quo.

Phishing attacks are the most common form of social engineering attack. They typically involve
the use of fraudulent emails or websites that trick users into disclosing sensitive information
such as usernames, passwords, or financial data. Pretexting is another common tactic that in-
volves creating a false pretext or scenario to obtain sensitive information or access to a system.
Baiting involves the use of physical devices such as USB drives or CDs that contain malware or
other malicious code. Quid pro quo attacks involve offering something in exchange for sensitive
information or access [48].

To address the threat of social engineering attacks, various countermeasures and best practices
have been developed [2, 9, 39]. These include security awareness training for employees, the
use of multi-factor authentication, and the implementation of security controls such as firewalls
and intrusion detection systems. In addition, security experts recommend that organizations
adopt a "defense-in-depth" approach to cybersecurity, which involves implementing multiple
layers of security controls to protect against a wide range of threats.

Even if the types of attack differ from one another, social engineering attacks always have the
same pattern [40]:

1. Collect information about the target.

2. Develop relationship with the target.

w

. Exploit the available information and execute the attack.
4. Exit with no traces.

Social engineering attacks can also be successful in the automotive industry, creating vul-

nerabilities for subsequent attacks [56]. Therefore, it is crucial to consider these weaknesses
during the development of vehicle components.
Overall, social engineering attacks pose a significant threat to the security of automotive sys-
tems, and it is important for organizations to take proactive measures to prevent them. Ongoing
research and development are needed to stay ahead of the evolving tactics and techniques used
by attackers.
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7.3 Software Security Analysis Tools

Software security analysis tools are designed to help developers identify and remediate se-
curity vulnerabilities in their code before it is deployed [52, 49]. Three popular examples of
these tools are ThreatModeler, VectorCAST, and Code Sonar [53, 25, 57].

ThreatModeler is a tool that enables developers to model, analyze, and prioritize potential
security threats in their software applications. By using ThreatModeler, developers can create
a detailed and comprehensive threat model that takes into account the specific risks associated
with their software, the assets that need protection, and the potential attackers. The tool
provides an intuitive and user-friendly interface that allows developers to visualize and docu-
ment potential threats, identify vulnerabilities, and prioritize remediation efforts. Additionally,
ThreatModeler integrates with other security tools, such as SAST and DAST, to provide a
complete and comprehensive security testing framework [53, 25].

VectorCast is a powerful software testing tool that helps identify and eliminate vulnerabilities
in code by performing automated testing at various stages of the development process. Vec-
torCast’s static analysis engine can identify potential vulnerabilities in code by analyzing the
source code and identifying potential issues such as buffer overflows, null pointer dereferences,
and other common security issues. VectorCast also includes a dynamic testing engine that
can simulate real-world conditions and identify vulnerabilities that may be missed by static
analysis alone. Additionally, VectorCast can integrate with other security tools, such as SAST
and DAST, to provide a complete and comprehensive security testing framework [57].

Code Sonar is a sophisticated static analysis tool that enables developers to identify and elim-
inate vulnerabilities in code by analyzing the codebase and identifying potential security issues.
Code Sonar’s analysis engine can identify a wide range of vulnerabilities, including buffer over-
flows, null pointer dereferences, and other common security issues. Additionally, Code Sonar
includes a unique feature called the "taint tracker," which can track the flow of data through
the codebase and identify potential security risks associated with the flow of sensitive data.
Code Sonar also integrates with other security tools, such as SAST and DAST, to provide a
complete and comprehensive security testing framework [57].

ThreatModeler, VectorCast, and Code Sonar are all powerful software security analysis tools,
each with its own unique set of strengths and weaknesses.

One advantage of ThreatModeler is its ability to model and simulate complex threat scenarios,
allowing developers to better understand potential vulnerabilities and make informed decisions
about security measures. Its use of threat modeling also helps to identify potential issues ear-
lier in the development process, which can save time and resources in the long run. However,
the tool can be complex to use, and its output can be difficult to interpret without a deep
understanding of security concepts [53].

VectorCast is known for its comprehensive testing capabilities, including support for both static
and dynamic analysis, and its ability to automate a large portion of the testing process. Its
intuitive user interface makes it easy to use for developers, and its integration with other devel-
opment tools makes it an attractive choice for teams using a variety of tools. However, the tool
can be expensive, and its comprehensive nature can lead to a large number of false positives,
which can be time-consuming to sift through |57].

Code Sonar is a popular choice for its ability to identify complex software defects and vulner-
abilities, particularly in C/C++ code. Its advanced static analysis engine is able to analyze
code at a deep level, allowing it to detect issues that other tools may miss. However, its pow-
erful engine comes at a cost - Code Sonar can be resource-intensive and slow to analyze large
codebases. Its output can also be complex and difficult to understand for non-security experts
[57].

Software security analysis tools such as ThreatModeler, VectorCast, and Code Sonar play a
crucial role in ensuring the security and reliability of software applications. By using these
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tools, developers can identify and eliminate vulnerabilities at various stages of the development
process, reducing the risk of security breaches and improving the overall quality of the software.
Overall, each of these tools offers unique advantages for software security analysis, but also has
its own set of limitations. Choosing the right tool for a given project will depend on the specific
needs and constraints of the project, as well as the expertise of the development team.
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8 Conclusion and Future Work

The Security Abstraction Model (SAM) is a modeling language that provides a systematic
way of specifying security-related requirements, policies, and mechanisms in the system archi-
tecture of automotive software systems. SAM was initially proposed to address the growing
need for improved security in automotive systems, and its recent enhancements have further
expanded its capabilities.

One of the most significant enhancements to the SAM model is the addition of social engi-
neering attack modeling. Social engineering attacks are becoming increasingly common and
pose a significant threat to the security of automotive systems. The SAM model now includes
the ability to model and mitigate such attacks, which will help to improve the overall security
posture of automotive systems.

Another important enhancement to the SAM model is the provision of tool support. The model
includes tools that aid in identifying potential security threats and in implementing the neces-
sary security measures to mitigate those threats. The tool support feature of the SAM model
is essential in facilitating the integration of security considerations into the system architecture
of automotive software systems.

Integration with the ISO 21434 standard for automotive cybersecurity is another significant
enhancement to the SAM model. The ISO 21434 standard provides guidelines for addressing
cybersecurity threats in the automotive industry, and the SAM model can now be used to ad-
dress those threats more comprehensively. By integrating the SAM model with the ISO 21434
standard, the model can be used to develop more secure and reliable automotive software sys-
tems.

Future work in this area will focus on further refining and improving the SAM model. One
area of focus will be the automation of the newly introduced scores from the ISO 21434 stan-
dard. This will help to streamline the process of addressing cybersecurity threats in automotive
software systems. Additionally, an evaluation study of the effectiveness of the enhanced SAM
model will be conducted with industry partners. This study will help to identify any areas
where the SAM model can be improved and will help to ensure that the model remains effec-
tive in addressing security threats in the automotive industry.

In conclusion, the SAM model has been enhanced to address the growing need for improved
security in automotive software systems. The addition of social engineering attack modeling,
tool support, and integration with the ISO 21434 standard have greatly expanded the capabil-
ities of the SAM model. Future work in this area will focus on further refining and improving
the SAM model, and such work is critical in ensuring the continued success of this model in
addressing security threats in the automotive industry.
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Security cannot be implemented into a system retrospectively without considerable effort, so security must be taken
into consideration already at the beginning of the system development. The engineering of automotive software
is by no means an exception to this rule. For addressing automotive security, the AUTOSAR and EAST-ADL
standards for domain-specific system and component modeling provide the central foundation as a start. The EAST-
ADL extension SAM enables fully integrated security modeling for traditional feature-targeted attacks. Due to the
COVID-19 pandemic, the number of cyber-attacks has increased tremendously and of these, about 98 percent are
based on social engineering attacks. These social engineering attacks exploit vulnerabilities in human behaviors,
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concept for social engineering attacks and their criticality assessment integrated into a general automotive software
security modeling approach. This makes it possible to relate social engineering exploits with feature-related attacks.
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modeling tool MetaEdit+. The tool support enables collaboration between stakeholders, calculates vulnerability
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Keywords: automotive systems, social engineering attacks, design, model-based development, modeling, security.

1. Introduction

The importance of security grew as hacks on cars
and other connected devices became widespread
and reported in the general public. Unfortunately,
these are not rare special cases in certain car
models or their particular components: “Hackers
can clone millions of Toyota, Hyundai, and Kia
keys” Greenberg (2020), “A new wireless hack
can unlock 100 million Volkswagens” Green-
berg (2016b), “Helpless in Jeep Cherokee” Tim-
berg (2015). Since modern cars are computers on
wheels, security challenges can be found from nu-
merous systems, such as from anti-theft systems,
tire pressure monitoring systems, remote keys,
Bluetooth, radios (3G, 4G, 5G) and telematics
access functionality. Also, infotainment systems
tend to provide access to 3rd party applications
as well as internet access. Social engineering at-

tacks are also becoming increasingly popular due
to increasing digitalization. The advancing digi-
tal exchange has made it easier for attackers to
gain access to confidential data and thus smuggle
malicious software into the development process
PurpleSec (2021). The headlines on successful
attacks are not only embarrassing, but customer
concerns and lawsuits on vulnerabilities push the
automotive industry to change Timberg (2015).
Developing and maintaining secure systems, how-
ever, is not easy. First, security cannot be an af-
terthought, i.e., a component that may be added
to or removed from an existing system. Second,
security goals and measures to cope with vulner-
abilities cannot be isolated from the rest of the
design and development work. Instead, security
must be designed in already from the very be-
ginning of the system design SAE (2016). Third,
the actual development of secure and trustworthy
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systems requires effort. It takes time, requires
expertise from multiple fields and stakeholders,
and needs to be linked with other development
processes and practices. These challenges call for
apt security design practices supporting compa-
nies to smoothly integrate security in their devel-
opment processes. We propose a language-based
approach and present a modeling language, called
Security Abstraction Model (SAM) and its new
extension for social engineering attacks with tool
support for specifying security aspects. Unlike
other approaches Cheah et al. (2017); Macher
et al. (2016); Pattaranantakul et al. (2018); Mat-
ulevicius (2017); Microsoft-Corporation (2005),
SAM is fully integrated into a standardized ar-
chitecture description language, in this case the
automotive-specific systems modeling language
EAST-ADL Blom et al. (2013). It not only focuses
on attacks, vulnerabilities and motivations for at-
tacks but relates them with relevant parts of the
automotive system design. Because of this inte-
gration, SAM also enables to start security design
early on — already when the first high-level fea-
tures of the vehicle are defined. This way, security
is not an isolated afterthought but an integral part
of the system development. Together with the tool
support, SAM enables collaboration of system en-
gineers with security engineers, traceability with
system features, requirements, hazards as well as
calculating vulnerability scores. SAM also helps
in specifying security goals and measures to solve
attacks. We demonstrate these via a case study
along with identified benefits on applying SAM.
We start by introducing the relevance of security
in automotive and its current status. Then we go
into social engineering attacks in automotive and
the resulting danger. Afterwards we present SAM
and the changes for covering social engineering,
followed by the detailed tool implementation for
all of its parts. Section 6 demonstrates the tool
use with a practical example before the lessons
learned and directions for future research are dis-
cussed.

2. Security in Automotive

Automotive system development has always had
to adapt to the latest state of research and eco-
nomic factors. Therefore, modern vehicles be-
came interconnected computer networks in which
many electronic control units (ECUs) communi-
cate with one another and with the environment
(Vehicle-to-X communication). Car manufactur-
ers were producing vehicles that feature advanced
desktop-grade software components. These ve-
hicles have advanced algorithms for assistance
systems and other computer-dominant extensions
that can provide entry points and powerful tools
for malicious attackers. It is thus not surprising
that the number of scientific publications on au-
tomotive security has increased drastically Amen-
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dola (2004); Hubaux et al. (2004); Wolf et al.
(2004). Considering the fact that autonomous ve-
hicles will continue rather than reverse the trend
towards more communication interfaces for rea-
sons of functionality, safety and comfort, collec-
tive research efforts in the field of vehicle secu-
rity are reasonable; after all, human lives are at
stake every time these “driving computers” are
the target of attacks. Combining state-of-the-art
software components with legacy interfaces and
hardware infrastructure decisions results in a risky
set up from an IT security perspective. Legacy
mechanisms like insecure and unencrypted proto-
cols (e.g., Controller Area Network (CAN)) were
originally not designed in accordance with today’s
security principles. Secure automotive network
architectures were not prioritized in the past due
to the general prejudice of cars’ security due to
their technical complexity (security by obscurity).
Sluggish development processes, lack of standard
guidelines and low societal pressure lead to a
rather slow transformation of automotive develop-
ment processes taking the security-by-design prin-
ciple systematically into consideration. Most ex-
isting countermeasures against cyber-attacks, e.g.,
the use of message cryptography for encrypting,
authenticating or randomizing vehicle-level net-
work messages focus on concrete attacks and do
not consider the complexity of the access options
offered by modern vehicles Zoppelt and Kolagari
(2019). This is mainly due to a solution-oriented
approach to security problems. Defining and en-
forcing security goals for the automotive system
helps to improve overall security. In the presented
work, we address the security goals integrity, au-
thenticity, confidentiality, reliability, availability
and accountability. Many attack vectors often af-
fect multiple security goals at once. Some of the
attack vectors known to cause major threats to
automotive systems include:

e Gaining remote control access to the vehicle us-
ing the OEMs cloud and/or mobile application’s
infrastructure Nie et al. (2018); Lab (2019); Nie
et al. (2017); Lab (2018).

e Getting SecurityAccess via Unified Diagnostic
Services (UDS) Van den Herrewegen and Gar-
cia (2018).

e Controlling the car via Onboard Diagnostic
(OBD) injection Zhang et al. (2016).

e Remotely breaking into the telematics unit Fos-
ter et al. (2015).

e Infecting the system with ransomware Ring
(2015).

According to the SAE J 3601 “Cybersecurity
Guidebook for Cyber-Physical Vehicle Systems”
SAE (2016), security affects the entire develop-
ment, production and operation process of auto-

motive systems. This is described in explicit anal-
ogy to ISO 26262-1:2018 (2018) the functional
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safety standard in the automotive sector, and re-
sults directly from the rule that security must be
considered at the system design stage (’security
by design”). With regard to concrete instructions
in terms of the techniques to be used, the standard
is fairly reserved, but in relation to model-based
automotive system development, SAE (2016)
refers in Appendices A-C to techniques for threat
analysis and risk assessment, threat modeling and
vulnerability analysis (e.g., attack trees) and ex-
plains when these should be used. The referenced
techniques are relevant to the early stages of de-
velopment in that they can be linked to require-
ments and design specifications by their illus-
trative (attack trees Cheah et al. (2017)), table-
based Macher et al. (2016), use-case-based Pat-
taranantakul et al. (2018) and misuse case-based
Matulevicius (2017) character. The development
of threats and related information is typically per-
formed by the STRIDE Threat modeling tech-
nique Microsoft-Corporation (2005) aiming to
identify early possible security problems that may
happen during the operation of a system. This
approach is helpful even today, but what is true
for this approach is equivalent to security model-
ing for enterprise systems: These approaches are
not integrated into the design of the respective
domain. Thus, it is not possible to identify the
iterative cross-relationships between the designed
system and security.

3. Social Engineering Attacks in
Automotive

Thanks to the advanced digitization in commu-
nication, it is now possible to network and ex-
change ideas at any time. Especially during the
COVID-19 pandemic, digitization is a key ele-
ment in economy continuity. However, these dig-
ital communication systems are easily attackable
and offer a weak point for engineering attacks,
as we cannot identify our counterpart directly.
Social engineering attacks in particular become
increasingly popular with attackers, as they often
lead to success despite the comparatively greater
effort involved. This is because they are specially
designed to exploit human weaknesses in behavior
in order to obtain unauthorized access or sensitive
data Mitnick and Simon (2003). The greater effort
with some attacks depends on the fact that they
have to be specially adapted to individual people,
such as an employee of a certain company. Based
on the technical report by the PurpleSec Asso-
ciation, the number of all kind of cyber-attacks
has increased sixfold since the beginning of the
pandemic and 98 percent of the cases are social
engineering attacks PurpleSec (2021).

There are very different types of such attacks.
These can be human-based or computer-based
Xiangyu et al. (2017). Human-based means that
there is direct interaction with a person, e.g. fake

service calls or the well-known grandchildren’s
trick. Computer-based attacks are carried out us-
ing computer or email programs, e.g. phishing
attacks. Even if the types of attack differ from one
another, social engineering attacks always have
the same pattern Mouton et al. (2016):

(i) Collect information about the target.
(i) Develop relationship with the target.
(iii) Exploit the available information and execute
the attack.
(iv) Exit with no traces.

In the automotive sector too, social engineering
attacks may lead to success and create vulnerabil-
ities for further attacks. These weaknesses have to
be taken into account when developing the vehicle
components. Although a vehicle cannot become a
direct victim of a social engineering attack, suc-
cessfully carried out attacks on employees in vehi-
cle development or even a private person can lead
to an attacker gaining access to individual vehicle
parts or the entire vehicle. In many cases, these
attacks can only be discovered but not prevented,
e.g. in the case of a quid pro quo attack, in which a
victim provides information or access in exchange
for other services.

In addition to social engineering attacks on em-
ployees at a vehicle parts manufacturer in order
to gain access to systems, private car owners are a
popular target. There may be different motivations
for the attack. Either an attempt can be made
to take control of the vehicle himself by using
social engineering attacks to trick the owner into
installing malicious software or hardware in the
vehicle, as described in Costantino et al. (2018),
or valuable information about the driver can be
obtained using vehicle data for further social en-
gineering attacks on targets related to the victim,
e.g. the victim’s employer. An attack could look
like this:

First of all, the vehicle type of the victim is spied
out. The attacker then contacts the victim with the
identity of a service employee and tries to find out
more about the vehicle, the infotainment system
and its usage behavior in a service conversation.
He then offers the victim a free security update
via CD, USB stick or mobile phone app, which
the victim can download from a fake website
or receive by post. This update actually installs
malicious software that enables the attacker to
read the victim’s mobile phone data or to access
the microphone of the hands-free system in or-
der to record conversations and send them to the
attacker via the mobile data connection of the
mobile phone or vehicle. Alternatively, software
can also be installed that gives the attacker control
of the vehicle as in Greenberg (2016a). In order to
prevent such attacks, possible points of attack via
social engineering attacks must be identified and
taken into account during the development of the
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components. With the latest expansion of SAM
it is now also possible to map social engineering
attacks and develop a counter strategy.

4. SAM: Automotive Domain Specific
Security Modeling Approach

SAM is a modeling language for representing
security-relevant properties of automotive soft-
ware systems. It enables a security analysis of
automotive attack vectors and conducts a thorough
threat analysis. By means of systematic security
analyses the effort for a potential attack can be
quantified and appropriate counter measures can
be modeled. The approach closely links security
management and model-based system engineer-
ing by an abstract description of the principles
of automotive security modeling. The resulting
specification of SAM is based on security require-
ments that have been extracted from common in-
dustrial scenarios Zoppelt and Kolagari (2018). It
aims to be a solution for representing attack vec-
tors on vehicles and provide a thorough security
modeling for the automotive industry.

4.1. Feature-Targeted Attacks

SAM has a close link to the architecture descrip-
tion via ‘Item’ entity (as in ISO 26262-1:2018
(2018) and Blom et al. (2013)) from the architec-
ture model, playing the role of a ‘Feature’ from
traditional security approaches. SAM aims to ex-
press all the important criteria of the attack vectors
from the adversary’s motivation up to the security
breach—to enable modeling of the system in early
software development phases. In addition to at-
tack motivations, SAM also describes all intrinsic
and temporal characteristics of an attack, e.g.,
effects on the security objectives (confidentiality,
availability, integrity, etc.), the complexity of the
attack, the affected object and the vulnerability.
The reason why we extended EAST-ADL rather
than other languages like SysML or AADL is
that EAST-ADL already addresses relevant as-
pects of automotive systems, namely its product
line nature by specifying explicitly features that
are either visible to customers (e.g., lane detec-
tion or regenerative braking) or on technical level
(e.g., power generation control). EAST-ADL also
directly addresses functional safety and [SO26262
with its Dependability Model. SAM identifies the
same Items, Requirements and Hazards from ar-
chitecture and dependability modeling and related
them to Attacks and Security Concepts. Although
SAM is developed as part of the EAST-ADL, it is
not necessarily bound to EAST-ADL. SAM mod-
els are meant to be used and applied by anyone
wanting to conduct a threat analysis of attacks
in the automotive domain. SAM models have no
aspiration to completeness with the rest of the
systems model and can be used even in the very
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first phases of the system engineering process.
Though it is advised to comply with the rest of
the EAST-ADL systems model, SAM models can
be used standalone.

4.2. Human-Targeted Attacks

In order to enable the representation of social
engineering attacks in SAM, we had to adapt the
original metamodel (Zoppelt and Kolagari (2018))
to provide the necessary classes®. For this pur-
pose, the new abstract class ‘Target’ was intro-
duced. This class generalizes the Item class al-
ready known in SAM, which represents the con-
nection to the EAST-ADL, and the new Human-
Actor class, which is required for social engi-
neering, as this can only be carried out on the
basis of a person. The new class HumanActor has
two attributes of the String type, which represent
the exploitable human properties of curiosity and
helpfulness. The use of these properties is either
not defined (X), none (N), i.e. not used, low (L),
used slightly, or high (H), used to a high degree.
In addition, an association of the Resilience class
refers to the HumanActor class. This class repre-
sents the mental resistance to social engineering
attacks and possesses the attributes cautiousness,
contentment, courage, experience and knowledge.
They all correspond to the ResilienceLevel type,
with which the extent of the property, required to
defend against the attack, is measured. The differ-
ent levels are low (L), low intermediate (LI), inter-
mediate (I), high intermediate (HI), high (H) and
not defined (X). The higher the demands on the
resilience of a victim, the more successfully a so-
cial engineering attack can be carried out and the
more adequate security concepts must be designed
to counteract it. In section 6 an example of a social
engineering attack with SAM is demonstrated.
A security assessment through social engineering
attacks can be carried out independently of the
assessment of an Item, but it should definitely
be considered. With the extension, SAM remains
backwards compatible, as the use of social engi-
neering attacks is optional in the application. The
Common Vulnerability Scoring System (CVSS)
is not relevant for the assessment, as the values
in the Resilience class show an assessment of
the severity of the attack but a extended scoring
system is under development.

5. Language Implementation

While it is possible to create tooling for SAM
from scratch, we applied MetaEdit+ MetaCase
(2018b), a commercial language workbench, pro-
viding most of the needed functionality auto-
matically: Only parts specific to SAM, its mod-
eling concepts, rules, notation and integration

2https://www.in.th-nuernberg.de/professors/BerglerMa/SAM
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with other tools, needed to be defined. This not
only speeds up the implementation, but also en-
ables easy evolution when the modeling needs
change. MetaEdit+ provided also implementation
of EAST-ADL MetaCase (2019) and other rele-
vant functionality needed for automotive system
development such as collaborative modeling, ver-
sion control, integration with relevant tools ap-
plied in automotive (e.g., programming environ-
ments, Simulink, requirements management etc.)
as well as having availability of supporting ser-
vices. The only parts that deserved attention re-
lated to tooling were those parts not addressed by
most metamodels, such as showing elements of
SAM in the user interface (toolbar and browsers)
based on their relevance, or decide how to in-
dicate if constraints are not followed. In current
definition, constraints that are considered manda-
tory are checked and reported at modeling time.
Those constraints, not sensible to check like min-
imum cardinalities in the metamodel, are shown
as recommendations in the live check pane at the
bottom of the diagram. This way language users
get immediate guidance to create security models.
The original definition of SAM, similarly to the
definition of EAST-ADL, focused on language
concepts and on defining the exchange format via
a metamodel. The definition of the whole lan-
guage also needed to cover concrete syntax, all
constraints, language usability topics as well as
integration with other tools. These are detailed in
the following subsections.

5.1. Implementation of SAM concepts

The implementation started by integrating SAM
in the existing metamodel of EAST-ADL. First,
the same conventions as applied in EAST-ADL
and AUTOSAR were followed: Security models
followed the same naming policies with short and
optional longer names and all model elements
had a globally unique identifier (UUID). Second,
SAM was defined to follow the same package
structure as EAST-ADL uses to organize specifi-
cations. Third, concepts of SAM were integrated
with already existing EAST-ADL concepts, like
Item from Dependability and ISO26262, Vehicle-
Feature from variation models addressing product
lines and Requirements from specifying and trac-
ing with system requirements. Since MetaEdit+
allows to specify metamodels graphically (Meta-
Case (2018a)) similarly to UML, SysML, EAST-
ADL or AUTOSAR as well as SAM we applied
the form-based metamodeling tools of MetaEdit+.
These allow the integration of all other related
language constraints, notations as well as model
checking and generators, which otherwise would
be specified seperately, if at all, in addition to the
metamodel. This tight integration of the whole
language definition improves the quality of the
language greatly. The typical problems from lan-

guages defined in an unintegrated manner, like
inconsistencies and low quality Wilke and De-
muth (2011); Bauerdick et al. (2004), can be more
easily avoided. Figure 1 shows the concepts of
SAM defined in MetaEdit+. The list of Objects
shows the key modeling elements of SAM, the list
of Relationships the connections between these
elements, and the list of Roles how an object par-
ticipates in the relationships, such as be directed
or undirected, having constraints or detailed prop-
erties. To minimize the modeling effort the im-
plementation defines one AttackMotivation and
its concrete subtype is selected from a property.
This way the type of AttackMotivation (Harm,
Financial Gain etc.) can be changed without delet-
ing the old one and creating and re-connecting a
new one. This definition, compared to having a
language construct for each subtype, is possible
because all subtypes have the same properties and
constraints. Also, for the reference from Attack
to OperationalSituation, the role AttackSituation
has a property to select if based on Traffic or
Environment. Each element of SAM shown in
Figure 1 are defined with further details. Figure
2 shows one such definition: The Vulnerability
and its nine properties. The first three are obtained
from EAST-ADL and AUTOSAR metamodel and
the remaining from SAM. These properties have
rules and constraints, such as ‘Short name’ be-
ing mandatory and starting with an alphabetical
character followed by possible characters, num-
bers or underscores (defined as regular expres-
sion: [a—zA-Z] (_?[a-zA-Z20-9]) x_?. An-
other constraint of SAM is that Scope of Vulner-
ability may have only two possible values (un-
changed or changed). To support usability, we
slightly changed the ordering of the properties as
set in the original metamodel to follow the order
in which security engineers are expected to fill
them and follow the same order as the vulnera-
bility analysis tool Common Vulnerability Scor-
ing System CVSS FIRST.Org (2019). The use

[23] Graph Tool: Security - [u} X

Graph Tools Help

b saveanacese | (1 0 | 0] [ B B | ©

Basics | Types|| Bindings | Subgraphs | Constraints

Objects Relationships Roles

[ AttackMotivation *| | 7 Reference AttackSituation
Attack Comment Comment

= Item 1 SubAttackGroup referred_from

) VehicleFeature refer_to

A Vulnerability SubAttack
Resilience @ SubAttackGroup

8 Score

[ SecurityConcept

2\ Hazard

% Actor

HumanActor

== OperationalSituati .

Fig. 1. Defined language concepts of SAM.
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of Vulnerability concept is illustrated in Figure
3. The definition of the Vulnerability modeling
concept was finalized by providing a description
of this SAM concept (see Figure 2 the bottom
of the window). Constraints of SAM are ensured
in two different ways: either as part of the meta-
model or applied via model checker. Examples
of the former are rules on legal connections and
uniqueness of element names. These constraints
can be checked and ensured at modeling time,
i.e., security models always follow them. As an
example Vulnerability can refer to four model
elements only (HumanActor, Item, Requirement
and Score).

5.2. Integration with Score Calculation

Models made with SAM can be applied to analyze
and calculate vulnerability scores. First we imple-
mented a generator exporting data from models to
CVSS to an online tool. CVSS provides a way to
produce a numerical score reflecting the severity
of vulnerability. The resulting numerical score can
then be translated into a qualitative representation
(such as low, medium, high, and critical) to help
organizations properly assess and prioritize their
vulnerability management processes. In the same
way integration with other analysis tools can be
done, or if they provide other mechanisms, like
programmable APIs, the modeling tool can ap-
ply them. Depending on the capabilities of the
analysis system, the results can then be included
back to the model. For example, MetaEdit+ can
show the score directly in the Vulnerability model
element. This information would then be also
available when tracing from security properties
to requirements, features and system design in
general. Since integration from the external web-
based calculator was not possible, and even if
available would lead to slower modeling and score
calculation process, also requiring an online con-

™ Object Tool: Vulnerability - o X
Object Tools Help

DS E Qe | m [0 @B & |®

Name | Mulnerability

Ancestor | Object

Project ST-AD

Pronerties

Local name Property type Data type Unique?
_uuip _uuip String (UUID Base64)

3
Short name Short name String F
Name Name String F
ConditionPrerequisi ConditionPrerequisiteCo|String (Fixed List) F
Scope Scope String (Fixed List) F
ExploitCodeMaturit{ExploitCodeMaturity | String (Fixed List) F
RemediationLevel |RemediationLevel String (Fixed List) F
ReportConfidence |ReportConfidence String (Fixed List) F
security procedure ¢security procedure conce String F

F

Description Description Text

Description
In order to represent the weak spots in the system architecture, Vulnerability ~ *

describes the weakness and affiliation to one or more Items. v

Fig. 2. Definition of Vulnerability.
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nection, we implemented the CVSS calculator
into the SAM modeling tool. This was done using
the same generator system applied to produce vul-
nerability vectors to the existing CVSS calculator.
The benefit of this latter approach is showing
vulnerability scores immediately. In other words,
scores are calculated real-time during modeling.
We applied the existing Score element to show
the results and followed also the color schemes of
CVSS for the notation of Score. Figure 3 shows
running the calculation at modeling time and dis-
playing the results directly in the model: Base
metric of CVSS in case of Service Call Scam
Attack is 8.8 (high) and CVSS for temporal score
is 8.1 (high).

6. Case Study: Service Call Scam

In this example, we show a social engineering
attack with the aim of getting the vehicle owner
to update the infotainment system with malicious
software. This software is supposed to access the
function of the hands-free system via a back door
and record phone calls or conversations made in
the vehicle and forward them to the attacker via
the internet connection of the smart phone as seen
in Costantino et al. (2018). For this purpose, as in
Figure 3, a service call from the car manufacturer
is faked and the victim is provided with a soft-
ware update for the infotainment system. Since
the identity of the service employee cannot be
confirmed over a telephone call, the victim must
have high values in cautiousness, experience and
knowledge. What makes preventing such an attack
on the part of vehicle manufacturers difficult and
dangerous. Much more defective software could
also be installed, which would result in a loss
of control over the vehicle as seen in Greenberg
(2016a). Since CVSS is also implemented into
the modeling tool, the same metrics are shown
inside the metric element connected to individual
Vulnerabilities (both base and temporal metric
values are ‘high’). This way the resulting metric
scores are not only seen at modeling time but
also versioned, reported and documented along
with the rest of the system design. Based on the
specified security model, we can analyze the at-
tack properties and try to derive SecurityConcept
with requirements that must be satisfied to fix the
vulnerabilities. In this case the requirements are
different choices for update handling.

7. Conclusion

Security must be designed in at an early stage,
be part of the rest of system designs, and be eas-
ily integrated with existing system development
practices. We presented the extension of SAM
for social engineering attacks and addressed the
danger of social engineering attacks to create vul-
nerabilities. We also introduced a tool support
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for developing secure automotive systems. The
unique part of the proposed approach is its integra-
tion in existing architecture modeling languages
applied in the automotive industry. In our case
we demonstrated the implementation with EAST-
ADL tooling. The developed modeling support
provides several benefits for development teams:

e Security issues can be considered in relation
to the system design—starting when the first
customer visible features are identified.

e The proposed security language and tool sup-
port, guides developers by considering relevant
aspects such as attacks, their motivation, vul-
nerabilities and relation to vehicle features.

e The security models are related with the rest of
the system designs, with traceability.

e Vulnerability scores can be calculated immedi-
ately and be part of security models.

e Support communication and collaboration
within a team.

We also presented the language implementation
process covering the metamodel with rules, visual
notation and integration with model analyzer. Be-
cause the investment on implementing tool sup-
port is modest, it pays off quickly as all the other
developers can then model with the language, link
with existing designs and produce vulnerability
metrics on the identified attacks. This also indi-
cates that the effort in implementing tool sup-
port for SAM with other modeling languages is
modest—at least with current tooling and tools
having access to the full metamodel. As both
the modeling language and generators are fully

SAM model of Service Call Scam.

open for modifications, the presented approach
also gives full control for the company enabling
future updates, like targeting other vulnerability
analysis tools. Decision makers such as managers
who allocate resources to security and engineers
to implement countermeasures, or people without
a security background who are not interested in
all the details of an attack, may be overwhelmed
by the level of detail of SAM, so due to collab-
orative nature of design work, the main users are
both security engineers and system developers. At
the same time, however, it is essential, especially
for decision-makers, to understand and correctly
assess the threat posed by attacks. This is why an
additional view is needed that does not show all
the details that a fully blown SAM model offers
but can provide a quick overview of the mecha-
nisms of operation and the severity of an attack.
This provides a reliable initial basis for deciding
on the allocation of resources for the creation of
countermeasures. Our future work also focuses
on process: Provide a methodology with a step-
by-step refinement of the available information,
whereby the refinement results on the one hand
in the security expert gaining knowledge about
details of the attack (over time) and on the other
hand in extending the CVSS to consider resilience
for social engineering attacks.
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Abstract—Development of reliable systems requires that safety
and security concerns are acknowledged during system
development. Adding them afterwards is risky as many concerns
are missed if not elicited together with the system requirements.
Unfortunately, languages for systems engineering, like SysML,
typically ignore security and safety forcing development teams to
split the work into different formats, languages and tools without
easy collaboration, with limited traceability, separate versioning
and restricted use of automation that tools can provide. We
present a model-based approach targeting automotive that
integrates safety and security aspects with other system
development practices. This is achieved via a comprehensive
domain-specific modeling language that is extendable by language
users. We demonstrate this approach with practical examples on
how security and safety concerns are recognized along with
traditional system design and analysis phases.

Keywords—model-based development; security, safety, domain-
specific language; system engineering; software engineering

I. INTRODUCTION

The development of reliable systems requires the
consideration of safety aspects during system development.
Adding them afterwards is difficult and error-prone, as
important stakeholder concerns can be lost. Unfortunately,
systems engineering languages such as SysML [12] typically
ignore safety and security, forcing development teams to divide
the work into distinct subsections: Safety and security are
defined in different formalisms and languages, without clear
traceability, collaborative work and use of other automations
that tools can provide.

We present a model-based approach targeting the
automotive domain that integrates safety and security aspects
into the rest of system development practices. This is achieved
through a modeling language that combines systems engineering
concepts with those of safety and security. Thus, modeling is not
only about specifying a system with blocks, signal connections,
etc., but at the language level, security-relevant aspects such as
attacks and vulnerabilities as well as safety-relevant aspects such
as hazardous events and feature flaws are considered too. Safety
and security are thus directly present in the development
language as first-class citizens, just like the other aspects
relevant for the specification and modeling of systems.
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MetaCase
Jyviskyld, Finland
jpt@metacase.com

Ramin Tavakoli Kolagari

Technische Hochschule Niirnberg
Niirnberg, Germany
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Our work on integrated language development is based on
collaborative work over several years with automotive
companies, researchers, and tool providers [2]. We demonstrate
the approach with practical examples on how security and safety
concerns are recognized with system design — covering
traceability and automatically conducting several relevant
safety-related methods such as 1S026262 [4], FTA [8] and
FMEA [13], and security-related methods such as vulnerability
scores [3]. The integrated model-based approach helps to ensure
that safety and security is done for the intended system currently
being developed and assists engineers with automation that tools
can provide, covering editing, tracing, versioning and various
analysis and reporting.

We start by presenting our solution by describing how the
modeling languages are defined and integrated with existing
languages. This is followed by case studies demonstrating the
approach with practical examples. First, we describe how an
existing automotive language is extended with security
modeling: covering both attacks from the social engineering side
and from the technical side. This is followed by describing
language extensions for safety following strictly the functional
safety as defined in ISO26262. For both language extensions we
show examples on their use. We conclude by sharing our
experiences on defining languages for safety and security.

II.  DEFINING MODELING LANGUAGES AND THEIR
INTEGRATION

In this section, we give a brief overview of the possibilities
of describing modeling languages (Section II-A) and the
underlying modeling concepts that have been considered in the
creation of safety/security aspects in the automotive context in
the present language (Section II-B and II-C). The section
concludes with a summary of the major benefits of an integrated
modeling approach (Section 1I-D).

A. Metamodelling: description of the allowed structure and
syntax

All computer-based languages, including programming
languages and modeling languages, are defined with some
formalism. For model-based development the languages are
typically defined by metamodels [6]. A metamodel describes the
allowed structure and syntax with which we can create models.
Consider Fig. 1 illustrating a very small fragment of the

www.embedded-world.eu



Class {0}

Block
isEncapsulated: Boolean

Fig. 1. Small part of SysML metamodel

metamodel taken from SysML: A ‘Block’ has one Boolean
property called ‘isEncapsulated’ to define if a block is treated as
a black box element [12]. Based on this metamodel, the ‘Block’
does not have any other properties as those that are defined by
its supertype ‘Class’— and these ‘Class’-specific properties are
omitted from this small metamodel.

Language definition normally also includes constraints to
ensure that the created models are syntactically complete,
correct and consistent. Some of these constraints are expressed
directly in the metamodel whereas others are defined with
additional scripts or constraint definitions. An example of the
former is that an attribute is mandatory and an example of the
latter that an element must have a certain number of connections.

Definition of a general-purpose modeling language, like
SysML or UML, contains hundreds of elements like ‘Class’ and
‘Block’ and their properties like ‘isEncapsulated’. Although
they can be considered as large languages neither of them covers

Event {0}
Event name: String
Description: Text

Basic event
Probability: Humber

Component event {1}

Out
Objects in binding:
Link Basic event, Gate
In In
Gate Link
Gate kind: Fixed List Out n

Fig. 2. Complete metamodel of Fault Tree modeling language

aspects relevant to safety or security. For example, a common
practice for safety engineering is defining fault trees and
performing Fault Tree Analysis (FTA) [8]. Fault trees is also a
language having own metamodel that is independent and thus
unrelated with SysML. Fig. 2 illustrates a metamodel of the fault
tree. This metamodel contains just a few elements but it still
defines the complete FTA language: There are two types of
events: a ‘Component event’ acting as a root for the fault tree
and a number of ‘Basic events’ causing an error with some
probability. Both elements have ‘Event name’ and ‘Description’
properties that are inherited from the abstract supertype ‘Event’.
In addition, ‘Basic event’ has a ‘Probability’ property to indicate
how often the event can occur. Third element is a ‘Gate’ to
indicate relationships among these three elements. Gate has a
property ‘Gate kind’ with values like AND, OR for Boolean
logic. Finally, a ‘Link’ element allows relating a root component
event to a ‘Gate’ and those can be again linked with other gates
or basic events.

In addition to the definition of a metamodel and related
constraints, modeling languages also have notation for humans
to create and read the models. Once notational symbols are
given, a modern tool can provide the desired modeling support.
Fig. 3 shows an example of fault tree modeling in a tool based
on the metamodel defined in Fig. 2. This modeling editor, and
related functionality, is provided automatically based on the
language definition. In the example model ‘flat burns down’ is a
component event that is the single root element, and there are
two different types of gates with five different basic events. As
basic events have failure probabilities, the tool can subsequently
calculate the probability of the component failure.

If fault tree modeling should support other aspects, like link
to other subtrees of faults the metamodel could be extended.
Therefore, tools giving access to the metamodel (as in Fig. 2)
enable users to extend the modeling capabilities directly without
any lock or waiting for features from the tool vendor. This gives
engineers tooling that can fit exactly to the needs and gives
control over the ways systems are specified. Engineers using the
tool can dictate, not tool providers.

In our example, the metamodel of fault tree and SysML are,
however, disconnected which is understandable as capturing
risks and safety concerns were not targeted when SysML was
defined. However, we can identify connections between these
two languages. For example, the root component of the fault tree
most likely should refer to at least one of the blocks in SysML
so that failure of the system block could be measured. Also, if
working in automotive systems and on their functional safety the
modeling support should be able to express ‘Item’, ‘Hazard’,
‘HazardousEvents’ that are all defined in the safety standard [4].
In the modeling approach presented in this paper, this desired
connection between systems and safety as well as security
modeling is fully supported via the language definition.

We present next language extensions that cover security and
safety concerns related to automotive systems using EAST-ADL
language that is made for developing automotive systems [2].
The principle of language extension and the practices described
here are not limited to any particular modeling language though.
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Fig. 3. Fault tree modeling based on the metamodel defined in Fig. 2.

B. Security related capabilities of this approach

Security Abstraction Model (SAM) targets representing
security-related properties in automotive software systems. This
modeling language enables a security analysis of attack vectors
in the automotive sector and allows for an in-depth risk analysis.
With SAM both potential attacks and countermeasures against
these attacks can be specified. This allows the connection of
security management and model-based systems engineering on
an abstract description level according to the principles of
automotive security modeling. SAM was defined based on
security requirements from common industrial scenarios. It aims
to be a solution for representing attack vectors on vehicles and
provide a thorough security modeling for the automotive
industry.

SAM has a close link to the system architecture description
via the modeling entity ‘Item’ being part of the architecture
model of EAST-ADL, an Architecture Description Language,
aligned with the AUTOSAR automotive standard [2]. Item
refers to a number of features of an automotive system. SAM
tries to present all important criteria of the attack vectors, from
the adversary's motivation up to the security breach. This allows
a system to be represented from a security perspective in the
early software development phase. In addition to the ‘Attack
motivations’, SAM also describes all intrinsic and temporal

characteristics of an ‘Attack’, e.g., effects on the security
objectives (confidentiality, availability, integrity, etc.), the
complexity of the attack, the affected object and the
‘Vulnerability’. The latest version of SAM address also social
engineering attacks [1].

Fig. 4 describes the metamodel of SAM. SAM acts as an
extension to the EAST-ADL, because the EAST-ADL addresses
relevant aspects of automotive systems (being a major
requirement for security modeling that is not offered by
languages like SysML [12] or AADL [15], which only offers
feature modeling); especially the features of a vehicle of any
kind. In addition, the EAST-ADL speaks directly about
functional safety and ISO 26262 in its Dependability Model.
SAM identifies the same ‘Item’, ‘Requirement’ and ‘Hazard’
from architecture and dependability modeling and relates them
to “Attacks’ and ‘Security Concepts’.

Although SAM is developed as part of the EAST-ADL, it is
not necessarily bound to EAST-ADL. SAM as a metamodel is
independent of other languages but for connectivity links to
‘Item’ and ‘Requirement’ of the EAST-ADL. In addition, SAM
can also be used independently of the rest of the system model
to provide an overview of safety critical system parts before or
at the beginning of the system engineering process. For more
information about SAM please see [16][17].
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Fig. 4. Security metamodel. View Online at https://www.in.th-nuernberg.de/professors/BerglerMa/SAM/

Models created according to SAM permit calculating a
vulnerability score based on the Common Vulnerability Scoring
System [3]. This scoring system allows a qualitative
representation (such as low, medium, high and critical) of the
severity of an attack enabling prioritization in the vulnerability
management process. First attempts were to implement a
generator that transfers the model data to an online tool.
However, since this would have required a longer modeling time
due to the transfer to the online tool and a permanent internet
connection, this idea was rejected. In the current version, the
CVSS calculator is integrated directly into the SAM modeling
tool MetaEditt. The advantage of this is that no internet
connection is required and the results can be viewed in real time
next to the rest models. During the integration, we oriented

ourselves to the color scheme of the CVSS. In this way, other
analysis tools can also be integrated [1]. We demonstrate the use
of the security modeling extension and CVSS calculation with
examples in Section III.

C. Safety-related capabilities of this approach

To integrate aspects of functional safety, we followed
functional safety standard ISO 26262 applied in automotive [4].
As in ISO 26262 an ‘Item’ is related to ‘Hazards’ and these are
related to ‘Hazardous events’, which in turn can be classified
according to ‘Severity’, ‘Exposure’ and ‘Controllability’. All
these elements are also elements in the metamodel, like
modeling objects or their properties. Fig. 5 shows the overview
of the complete metamodel for dependability modeling for
safety as defined in EAST-ADL.
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Fig. 5. Dependability package of the metamodel

The dependability package includes support for defining and
classifying safety requirements through preliminary Hazard
Analysis Risk Assessment (HARA), tracing and categorizing
safety requirements according to their role in the safety life-
cycle, as well as formalizing safety requirements using safety
constraints. The dependability package itself is an extension to
the automotive architecture modeling language EAST-ADL
which already covers the modeling support for features,
functions, hardware and related allocations. This full metamodel
is described at http://east-adl.info/Specification.html along with
the new version currently under review.

The metamodel shows how the integration with system
architecture specification is established: the ‘Item’ (as defined in
ISO 26262) is connected to features of the vehicle. As illustrated
in Fig. 5 also constraints for this connection are defined making
it mandatory (multiplicity is 1..¥). In the metamodel of EAST-
ADL, these individual features and their subfeatures are again
connected via their context to any element in system
architecture, such as to HardwareComponentTypes or
FunctionTypes. Another form of connecting dependability
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modeling for safety is to apply ‘Requirement’ defined already in
EAST-ADL and relate it with ‘Safety Goals’ and ‘Feature
Flaws’.

To formalize and assess fault propagation within the system,
the dependability package also includes support for error
modeling and organizing evidence of safety in a Safety Case.
These are defined also via metamodels albeit not presented in
Fig. 5. The integration of the system developed, the nominal
system, and the error models is defined in the metamodel with
trace links. Also, to minimize the modeling effort, automated
error model generation based on system models is possible - and
described with examples in Section I'V.

D. Benefits from integrated languages

Integration of security and safety concerns with the language
for system development offers several benefits over using
separated languages — and tools and formats:
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e Trace and analysis: A change in system engineering
models or in safety/security-related models can be traced
and analyzed. For example, all elements in system design
that the safety-related ‘Item’ and its ‘Hazard’ can be
related with can be identified. Similarly, if the system
design is changed, e.g., by removing a feature, the related
security or safety models can be identified and removed
too — as they have become obsolete.

e Collaboration: Access to the system design as well as to
security and safety aspects enables collaboration with
fast feedback loop. If the modeling tools are not file-
based, but apply a shared repository, then collaboration
is even possible real-time. It is also up to tool features if
access and collaboration is managed in some form, like
allowing safety engineers to view system designs but not
change them.

e Versioning: All models can be versioned together. There
is no need to work with possible different formats,
versioning systems, or collect data from different sources
to get the complete picture at a particular point of time.

e Once the models share the same metamodel it is possible
to run model checking and model transformations, like
automatically produce initial safety models for the
currently designed system. This way safety engineers
don’t need to manually create all safety models and they
can better assure that their safety analysis is based on the
planned system. With traces they can also follow what
changes are made in the planned system too. Also,

security aspects can be analyzed in the same way such as
calculating vulnerability scores as described with
example in Section II1.

e Last and most importantly, security and safety design
become tightly related to system designs sharing the
same model structure.

III. SECURITY EXAMPLE

To illustrate the practical application, we show two scenarios
of malware injections as examples for possible attacks: One via
social engineering attacks and one via vehicle-to-vehicle attacks.
In the first example an attacker attacks vehicle-to-vehicle
communication in autonomous vehicles to install malware. The
second attacker uses a social engineering attack to trick the
owner into installing malicious software.

Fig. 6. shows the first case on how vehicle-to-vehicle
communication is used in autonomous driving vehicles to
infiltrate malware into the attacked vehicle via an attacking
vehicle and what suitable countermeasures are available.
Autonomous vehicles must know themselves and their
surroundings very well in order to navigate through traffic as
safely as possible. This requires not only many sensors and their
evaluated data, but also the ability to communicate with other
vehicles (Vehicle 2 Vehicle) or their environment (Vehicle 2
Everything) in an emergency. Many development projects in the
field of autonomous driving are already taking place and aim to
increase driving safety. But it is precisely the additional
communication interfaces here that give rise to the possibility of
attacks from outside: the attacker only must pose as a
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trustworthy vehicle or environmental object and can thus
establish a data connection to the attacked vehicle. The attacker
can then use this data connection to install malware or steal
sensitive user data. Therefore, it must be ensured that both the
communication between the vehicles is sufficiently
authenticated beforehand and that the transmitted data is
checked for possible attacks such as the direct installation of
malware or access to internal program structures through a
memory overflow.

In the second example Fig. 7 shows a social engineering
attack with the aim of getting the vehicle owner to update the
infotainment system with malicious software. Due to the
advanced digitization worldwide, more and more things are
being done online without meeting the person opposite in
person. It is also possible to install updates for infotainment
systems simply from a downloaded file on a USB. However, this
is precisely where the danger lies that one becomes the victim of
a social engineering attack and corrupted software is installed on
one's system, which serves as a gateway to further attacks. Fig.
7 shows such an example. The attacker first spies on the vehicle
type, license plate number and other details of the intended
victim. Contact is then made with information about a required
service update for the vehicle's on-board computer, which the
owner can easily install himself. If the victim is persuaded, the
attacker will send them the software via a fake website, a CD or
a USB stick. The victim installs the malicious software and the
attacker gains access to the system via a back door and can, for
example, listen to calls made by the victim via the hands-free kit
or use the navigation system to track the victim's location.

Countermeasures for this would be, for example, an update lock,
which only official car workshops can bypass with special
devices, but also a warning from the infotainment system itself
that no new one is necessary and thus warns the victim well
before something is installed. To model this, the latest extension
of the SAM metamodel for social engineering attacks was used
(https://www.in.th-nuernberg.de/professors/BerglerMa/SAM/).

Modeling support for safety covers calculating and
displaying CVSS score for the attacked components. In Fig 7 the
base and temporal scores are both ‘high’ for the vulnerability
with values 8.8 and 8.1 respectively. While the calculations can
be omitted, showing them at modeling time helps security
engineers easier to identify possible weak points and initiate
countermeasures as early as the design phase.

Since SAM supports comprehensive threat modeling that
captures very detailed interrelationships between the properties
of the attack and the vulnerability as well as their relationships
to the architecture, some of which are not known in practice or
should not be captured in all details for pragmatic reasons, a
step-by-step approach to modeling with SAM makes sense.
Therefore, we introduce different levels of modeling details,
where Level 1 only models the motivation of the attacker,
whereas Levels 2 and 3 are based on more details and
information and thus enable a better representation of the threat
situation; of course, this more detailed representation is
accompanied by a higher development effort. Modeling tool also
assist here security engineer to complete the specification by
informing what elements can be considered next.
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Level 1 is an entry level when working with SAM. It is to be
used if only the motivation of the attacker is known about the
attack(s) in question. This information already allows a
pragmatic overview of the situation, a reference to the
architecture of the automotive software system and an
assessment of the severity of the attack, which is particularly
relevant from a management perspective. As in Fig. 8, in Level
1 only the motivation is specified; specifically, this is one (or
more) of the subclasses of ‘AttackMotivation’, i.e. either
‘Harm’, ‘InformationRetrieval’, ‘ProductModification’ or
‘FinancialGain’.

The link between attack motivation and item plays a central
role here. It arises from considerations of which item(s) is/are
endangered by the attack. In Level 1, no details are known yet,
so the item can be an umbrella term. For example, it is known
that the car's bus system needs to be attacked for a given attack.
However, it is not yet possible to say exactly which items are
affected. Therefore, a "bus system" item can be created that
includes a group of items. However, the item must be specified
because it forms the connection to the rest of the automotive
software architecture. Without the item, the threat modeling
would be detached and would have no context to the rest of the
architecture.

At Level 2, a more detailed threat analysis already takes
place. The methodical orientation on Level 2 is recommended as
soon as details about the attack are known, especially regarding
the attribute ‘breaksSecurityGoal’. The collection of (selected)
details about the attack(s) are on the one hand not very time-
consuming, but on the other hand offer a significantly better
assessment of the threat situation compared to Level 1, since the
focus of analysis is now no longer on human experience, but on
technical feasibility. The entity Attack inherits the attribute
breaksSecurityGoals of AttackMotivation. However, it is
important to note that a single motivation for an attack can be
divided into several subattacks, which can have different
breaksSecurityGoals.

In addition to the breaksSecurityGoals, the reference to the
followUpAttacks must also be modeled and the reference to the
affected item must be established. The risk associated with the
attack can be assessed qualitatively (which SecurityGoals are
broken) or quantitatively (how many SecurityGoals are broken);
this represents an improved assessment compared to Level 1,
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Fig. 9. Level 2 Representation of an attack in SAM

where the analysis is only carried out based on the motivation of
the attack.

A Dbetter assessment of the severity of an attack results from
the calculation of a score, for example analogous to the Common
Vulnerability Scoring System (CVSS, see level 3). Level 2 is not
detailed enough to calculate this score, but an initial assessment
based on the experience of security experts can already be made
and documented in the Score entity. To make it clear that this
score is experience-based and has not been calculated, the
attribute ‘calculationFormula’ is left empty in this case. Score
can be omitted if no experience values are available.

ISO/SAE 21434 has been in place since 2021 to ensure a
complete risk assessment analysis of cyber-attacks on vehicle
systems [5]. This standard was developed because of the need to
counteract against cyber-attacks due to the increasing
networking of vehicle systems. The standard is related to the
UNECE regulation R 155 "Cyber security and cyber security
management system". The application of ISO 21434 is
considered as a building block to facilitate certification.
However, ISO 21434 does not cover all the requirements of R



155. To develop a reporting system for SAM that is
understandable for different viewers, it makes sense to do this
based on ISO 21434. The main steps in performing an ISO/SAE
21434 compliant threat analysis and risk assessment are (in order
of an idealized linear execution):

1. Item Definition (Section 9.3)

Asset Identification (Section 15.3)

Identification of threat scenarios (Section 15.4)
Impact Rating (Section 15.5)

Attack Path Analysis (Section 15.6)

Attack Feasibility Rating (Section 15.7)

Risk Value Determination (Section 15.8)

Risk Treatment Decision (Section 15.9)

Cyber Security Goals (Section 9.4) [WP-09-03 & RQ-09-07]
10. Cyber Security Claims [WP-09-04 & RQ-09-06]
11. Cyber Security Concept (Section 9.5)

A A I S

Most of the points listed are already implemented by SAM,
including points 1, 2, 3, 4, 9, 10 & 11. Therefore, only the
following points 5, 6, 7 & 8 have to be added to SAM to be able
to create a reporting system based on ISO 21434. The points 9
to 11 are also fulfilled by the fact that they are applied
holistically and not just domain-specifically and thus also cover
the aspect of cybersecurlity.

IV. SAFETY EXAMPLE

We focus next on safety and illustrate dependability
modeling, error modeling and automated FTA/FMEA analysis
that are possible due to metamodel extensions for safety. Fig. 10
shows the dependability model for PowerWindowController.
This dependability model closely follows functional safety
standard 1SO26262 as has been defined in the metamodel (see
Fig 5). In top of Fig. 10, PowerWindowController is considered
as an item. Next, a hazard ‘Window obstacle not detected’ is
specified and related to HazardousEvent ‘Window does not
stop’. This Hazardous event is related to the use case that
window action is requested. It may also be linked - albeit not
described in the Fig. 10 - to other scenarios linked to traffic
situation, environment or to operating mode. In other words, the
model follows the metamodel as defined based on ISO 26262.

The example also describes the work on hazard analysis in
which Severity, Exposure and Controllability and ASIL values
are being defined. The dependability model also defines the
safety goal with a safe state “PreventMovement”. It reduces the
ASIL level to an acceptable level (B) with Requirements #7 and
#9 that are already defined in the requirements model.

Thanks to the integrated metamodel safety design is not
separated from the rest of the systems modeling. The integration
is achieved by an ‘Item’ called PowerWindowController that,
according to the metamodel, can refer to one or more features.
In our example the item refers to the PowerWindow feature of
the vehicle. This feature is defined in the feature model of
EAST-ADL and is illustrated in Fig. 11.
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Fig. 10. Dependability model of PowerWIndowController

The features of Power Window are defined by systems
engineers along with its functional architecture (as illustrated in
Fig 12). Features in the feature model map to individual
elements in the functional architecture. This enables traceability
between system designs and safety designs.

System design as in Fig. 12, however, is not directly suitable
for safety design as it does not identify and capture typical safety
aspects like faults, failures or failure rates. Design models also
include information that is not relevant for safety work adding
unnecessary complexity for safety engineers. Consider for
example the small system illustrated in Fig. 12. It shows the
functional architecture of a PowerWindow controller: its
functions, ports and connections among them. Functions are
classified, have a more detailed internal hierarchical structure,
and their ports have interfaces and data types. Some of these
aspects, like classification of functions or data type definitions,
are not directly relevant in safety design, but are necessary to
generate the implementation (like AUTOSAR ARXML,
Simulink models etc.).
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Adding safety-related information, like faults or failure
logic, directly to the design model is often not practical because
it would quickly make the model complex with too many details.
For safety analysis, unlike design, we also usually need several
models covering different analysis scenarios. One solution is to
generate the initial safety models from design specifications. For
example, Fig. 13 shows the result of such a transformation: an
initial error model produced from the system design shown in
Fig. 12. The error model is then detailed for safety analysis
focusing on failures, faults, and error types. Safety engineers
may then add error behavior to this model or add other aspects
of safety, like e.g., in Fig. 13 a FailureOut port is added to
analyze an error on obstacle detection (top right in the model
with blue thick border for propagation).

With error modeling, safety engineers can specify various
faults and failure logic without changing the actual system
designs. Yet, there is a link from error models back to nominal
planned system descriptions. As error models can specify failure
logic (Boolean and temporal) the models also serve as the basis

for automated Fault Tree Analysis (FTA) and Failure Modes and
Effects Analysis (FMEA) [8][13]. This means that rather than
creating fault tree diagrams manually (as in Fig. 3 earlier), they
can be generated. For this purpose, we implemented model
transformation that takes error models and translates them to the
formats needed by FTA/FMEA tools. Since the transformations
are fully automated the cost and effort to carry FTA and FMEA
are greatly reduced. Fig. 14 shows the result of running the
transformation from error models to analysis tools for FMEA.

Development of safety-critical functions with the model-
based approach starts with hazard analysis and risk assessment
in the dependability model, is detailed with error models for
FMEA, and ends with verification of safety goals and safety
requirements. Since models contain the needed information, it is
possible to generate the documents like functional and technical
safety concepts as well as verification and validation of safety
goals (as done e.g., in [14]).
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These automations make safety work easier and faster to do language, namely to EAST-ADL. For this reason, the actual
as well as reduce manual error-prone routine tasks. Perhaps most ~ language implementation required us to only specify the
importantly, they enable feedback from safety analysis earlier to extensions (as in Fig. 4 and 5) and link them to the existing

be acknowledged in the system design. metamodel. The effort and process would be largely the same as
if these would be added to other languages, like to AADL or
V. EXPERIENCES ON THE LANGUAGE DEFINITION SysML - given that these languages would have language

Our efforts on implementing security and safety modeling constructs (elements in the metamodel) that are suitable for
have been related to existing automotive system development  extension and integration with safety and security.
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The language definition steps consist of:

1. Defining the metamodel for the extensions and linking
them with the existing language definition. Linking
enables reuse, references and traces between model
elements.

2. Setting constraints to keep specifications consistent and
ensure syntactic completeness and correctness.

3. Defining notation that fits or resembles the domain
being addressed (e.g., safety, security).

4. Implementing generators for model checking and trace
as well as producing various kinds of artifacts like data
for FMEA or CVSS.

In this paper we described the first two steps via the
metamodel in Section II. Defining the notation in step 3 deals
with symbol definitions and the work by Moody [10] can be
applied directly here. The actual implementation of notations
then varies on tools as some require programming them whereas
for others they can be imported as images without much
additional work [9].

The last step on generators then brings in more automation
possibilities for checking, tracing, reporting and generating
code, simulations etc. In our case the generators targeted
external tools for performing Failure Mode and Effects Analysis
(FMEA) as well as calculating vulnerability scores. In both cases
implementing the actual generators were straightforward as for
both needs specifications of the formats to be generated were
available. The second kind of generators were those reporting
the work in trace reports or various other documents. These were
performed in the same MetaEdit+ tool.

The effort to create modeling support goes mostly to
identifying and testing the suitable level of abstraction. We did
not measure the effort on the safety side, but for the security side
after having the initial metamodel (as in Fig. 4), its
implementation into a modeling tool was done in the period of
two calendar weeks by one person. Verification and validation
were done by other people using the language for typical
modeling cases.

It is important to note that if the tools provide access to the
language definitions the modeling support can be extended
incrementally based on the needs. For example, both the
metamodel definitions addressing security and safety have
evolved because of the changes in the modeling requirements
and because learning from the language usage. This makes the
suggested approach also future proof as we already know that
possible new requirements can be addressed. Access to the
metamodel and generators also gives possibilities to adapt the
support for company specific needs - as described in [14]. We
are also aware of a case in developing ADAS systems in which
modeling support of EAST-ADL is extended with concepts like
Safety Measures.

VI. CONCLUSIONS

We have presented a model-based approach for integrating
safety and security concerns with the rest of system
development. This is achieved via an integrated modeling
language that provides modeling support for safety and security

at language level similarly we have got used to with traditional
system and software modeling languages. We demonstrated our
approach been applied with practical examples. The benefits of
integration include:

e Collaborative development: Access to the system design as
well as to security and safety aspects enables collaboration
with fast feedback loop.

e Trace and analysis are possible — even at modeling time —
between different aspects of the developed system.

e All work items can be versioned together. There is no need
to work with possible different formats, versioning systems,
or collect data from different sources to get a complete
picture.

e Automated analysis and transformations: combined models
can be used as input for checking and model transformations,
like automatically producing initial safety models for the
currently planned system design.

e Security and safety design becomes tightly related to system
designs sharing the same model structure.

With EAST-ADL and its extensions these benefits are
already available [2], but the same principles can be applied if
other modeling languages would be extended. For example,
extend SysML instead of EAST-ADL, or add metamodel of
RAAML from [11] instead of the dependability metamodel of
EAST-ADL.
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1 Introduction

The first chapter of the paper provides an overview of the importance of automotive security and the
increasing threat posed by cyberattacks. It highlights the critical role of ISO 21434, a standard for
automotive cybersecurity engineering, in ensuring the security of automotive systems throughout their
lifecycle. The chapter also introduces the Security Abstraction Model (SAM), a framework for automo-
tive system design and development, and discusses the need to integrate ISO 21434 with SAM to enable
effective implementation of cybersecurity measures. Finally, the chapter outlines the goals and structure
of this work, which aims to explore the practical application of integrating ISO 21434 into SAM and
provide insights into the benefits and challenges of this approach.

1.1 Motivation Security and Automotive

The automotive industry has been rapidly evolving with the advent of connected and autonomous ve-
hicles. While this has brought about many benefits, such as improved safety features and enhanced
driving experiences, it has also raised concerns about the security of these advanced vehicles. The in-
creasing reliance on software, communication networks, and data exchange in modern cars has made
them vulnerable to various cybersecurity threats, including unauthorized access, data breaches, and re-
mote manipulation Wang et al. (2021); Luo et al. (2021). As a result, the motivation for security in the
automotive industry has become a critical concern for automakers, regulators, and consumers alike.

One of the primary motivations for security in the automotive industry is to protect the safety and
privacy of vehicle owners and passengers. As connected vehicles collect and transmit large amounts
of data, including personal information, location data, and driving behavior, there is a heightened risk
of data breaches and privacy violations. Malicious actors could exploit vulnerabilities in the vehicle’s
software or communication networks to gain unauthorized access to sensitive data, leading to identity
theft, financial fraud, and other serious consequences. Ensuring the security of connected vehicles is
crucial to safeguard the privacy and personal safety of the users Schoettle and Sivak (2014).

Another motivation for security in the automotive industry is to prevent unauthorized access and tam-
pering of the vehicle’s critical systems, such as the engine, brakes, and steering. As connected vehicles
are equipped with multiple electronic control units (ECUs) that communicate with each other, there is
a risk of cyber attacks that could compromise the integrity and functionality of these systems. For ex-
ample, hackers could remotely manipulate the vehicle’s controls, leading to potential accidents or even
life-threatening situations. Therefore, robust security measures are needed to prevent unauthorized ac-
cess and tampering of critical systems in connected vehicles, ensuring their safe operation Guan et al.
(2022).

Furthermore, protecting the reputation and brand image of automakers is another motivation for secu-
rity in the automotive industry. A successful cyber attack on a connected vehicle could not only result



in financial losses due to recalls, lawsuits, and damages but also have long-term consequences for the
automaker’s reputation. Consumers trust that their vehicles are secure and safe to use, and any breach
of that trust could significantly impact the brand’s image and customer loyalty. Therefore, automakers
have a strong motivation to invest in robust security measures to protect their reputation and brand image
Turel et al. (2007).

Moreover, regulatory requirements and industry standards also serve as a motivation for security in the
automotive industry. Governments and regulatory bodies around the world are increasingly enacting laws
and regulations to address the cybersecurity risks associated with connected vehicles. For instance, the
European Union’s General Data Protection Regulation (GDPR) includes provisions for data protection
and privacy in connected vehicles Andrasko et al. (2021); Hamulék et al. (2021), and the United States’
National Highway Traffic Safety Administration (NHTSA) has issued guidelines for cybersecurity in
vehicles Park and Choi (2020); Das et al. (2019). Additionally, industry organizations, such as the
Society of Automotive Engineers (SAE) and the Automotive Information Sharing and Analysis Center
(Auto-ISAC), have developed cybersecurity best practices and standards for the automotive industry Al-
Jarrah et al. (2019). Compliance with these regulations and standards is essential for automakers to meet
legal requirements and demonstrate their commitment to security.

The increasing connectivity and autonomy of vehicles have brought about a growing motivation for se-
curity in the automotive industry. Protecting the safety and privacy of vehicle users, preventing unautho-
rized access and tampering of critical systems, safeguarding the reputation of automakers, and ensuring
compliance with regulatory requirements and industry standards are all key motivations for enhancing
security in the automotive industry. As the reliance on software, communication networks, and data ex-
change in vehicles continues to grow, it is imperative for automakers to prioritize cybersecurity measures
to mitigate potential risks and protect the integrity, safety, and privacy of connected vehicles and their
users.

1.2 Importance of integrating ISO 21434 into SAM

The Security Abstraction Model (SAM) is a comprehensive approach used by the automotive industry
to manage cybersecurity risks in vehicles. It provides a structured framework for identifying, assess-
ing, and mitigating cybersecurity threats throughout the vehicle’s lifecycle. With the emergence of ISO
21434 Macher et al. (2020), a standard specifically focused on cybersecurity engineering in road vehi-
cles, integrating ISO 21434 into SAM becomes crucial for ensuring robust cybersecurity practices in the
automotive industry for the following reasons:

1. Standardization and Consistency: ISO 21434 provides a globally recognized standard for manag-
ing cybersecurity risks in the automotive industry. By integrating ISO 21434 into SAM, automak-
ers can ensure that their cybersecurity practices are standardized and consistent across the organi-
zation. This promotes uniformity in cybersecurity processes, methodologies, and documentation,
making it easier to manage and assess cybersecurity risks consistently throughout the vehicle’s
lifecycle Macher et al. (2020).

2. Comprehensive Risk Management: ISO 21434 emphasizes the importance of identifying, assess-
ing, and mitigating cybersecurity risks throughout the entire development and operational lifecycle
of vehicles. By integrating ISO 21434 into SAM, automakers can establish a comprehensive risk
management approach that covers all stages of the vehicle’s lifecycle, from design and develop-
ment to production, operation, and maintenance. This ensures that cybersecurity risks are effec-
tively managed at every stage, reducing the likelihood of potential cybersecurity incidents Macher
et al. (2020).

3. Secure Development Practices: ISO 21434 promotes the integration of cybersecurity into the entire
development process of automotive systems. By integrating ISO 21434 into SAM, automakers
can ensure that secure development practices are followed consistently across all stages of the
vehicle’s lifecycle. This includes secure coding, secure configuration management, and secure



software supply chain management, ensuring that cybersecurity is considered at every step of the
development process Macher et al. (2020).

4. Testing and Validation: ISO 21434 emphasizes the importance of rigorous testing and validation of
automotive systems to identify and fix potential cybersecurity vulnerabilities. By integrating ISO
21434 into SAM, automakers can establish a robust testing and validation process that includes
vulnerability scanning, penetration testing, and security assessments. This helps in identifying and
fixing cybersecurity vulnerabilities before the vehicles are deployed, reducing the risk of potential
cyber attacks Macher et al. (2020).

5. Conformance to Regulations and Standards: ISO 21434 is gaining increasing recognition and
adoption by regulatory bodies and industry organizations as a standard for managing cybersecu-
rity risks in the automotive industry. By integrating ISO 21434 into SAM, automakers can ensure
compliance with industry regulations and standards related to automotive cybersecurity. This in-
cludes requirements such as the UN Regulation No. 155 Cybersecurity and Software Updates,
which mandates compliance with ISO 21434, Compliance with industry regulations and stan-
dards helps automakers demonstrate their commitment to cybersecurity and enhances the overall
cybersecurity posture of the vehicles Macher et al. (2020).

Integrating ISO 21434 into the Security Abstraction Model (SAM) is essential for the automotive
industry to ensure robust and consistent cybersecurity practices. It promotes standardization, compre-
hensive risk management, secure development practices, testing and validation, and compliance with
industry regulations and standards. By incorporating the guidelines outlined in ISO 21434 into SAM,
automakers can strengthen their cybersecurity posture and mitigate cybersecurity risks effectively in ve-
hicles Macher et al. (2020).

1.3 Study Contributions

The goal of this paper is to provide an overview of the benefits, considerations, challenges, and practical
applications of integrating the ISO 21434 standard into the existing Security Abstraction Model (SAM)
processes for the automotive industry. Specifically, our research aims to:

1. Explain relevance and necessities of integrating ISO 21434 into SAM: Our efforts will provide an
overview of the benefits of integrating ISO 21434 into SAM, which include improving the quality
and safety of software in vehicles, increasing customer satisfaction, and reducing costs associated
with software defects and security breaches.

2. Provide an overview of the key considerations and challenges of the full support of ISO 21434 by
SAM: We will discuss the scope of ISO 21434 and how it fits within the SAM framework. It will
also provide an overview of the key processes and activities in SAM that need to be adapted or aug-
mented to integrate ISO 21434 effectively. Additionally, we will examine the specific challenges
involved in integrating ISO 21434 into SAM, such as resistance to change, lack of resources, and
the need to train personnel on new processes and tools.

3. Demonstrate the applicability of SAM that fully supports the ISO 21434: We will provide an
automotive system model (the braking system) together with an attack model based on the latest
SAM version reflecting various aspects of the standard considering nine process steps (of a total
of eleven process steps defined by the standard).

2 Background

The second chapter discusses the growing importance of automotive cybersecurity in the context of the
increasing use of software and connectivity in modern vehicles. The chapter introduces ISO 21434,



a standard for automotive cybersecurity engineering that provides guidelines for the development and
validation of secure automotive systems and the Security Abstraction Modell (SAM) and its role in
facilitating the integration of various components and systems within a vehicle. The chapter concludes
by emphasizing the need for integrating ISO 21434 with SAM to ensure the security of automotive
systems throughout their lifecycle and to enable effective implementation of cybersecurity measures.

2.1 1SO 21434

ISO 21434 is a standard that specifically focuses on cybersecurity engineering in road vehicles. It was
published in 2020 by the International Organization for Standardization (ISO) as ISO 21434:2020 -
”Road vehicles — Cybersecurity engineering”’Macher et al. (2020). This standard provides a comprehen-
sive framework for managing cybersecurity risks in the automotive industry, with the ultimate goal of
ensuring the security and integrity of vehicles and protecting them from cyber threats.

The objectives of ISO 21434 are to provide guidance and requirements for integrating cybersecurity
engineering practices into the entire lifecycle of road vehicles. The standard aims to establish a sys-
tematic and proactive approach to cybersecurity, covering all stages of vehicle development, production,
operation, and maintenance. ISO 21434 provides guidelines for managing cybersecurity risks, estab-
lishing secure development practices, conducting testing and validation, and ensuring compliance with
regulations and standards.

The main objectives of ISO 21434 can be summarized as follows:

1. Cybersecurity Risk Management: ISO 21434 emphasizes the importance of identifying, assessing,
and mitigating cybersecurity risks throughout the entire lifecycle of road vehicles. It provides
guidance on establishing a systematic and proactive approach to cybersecurity risk management,
including risk identification, risk assessment, risk mitigation, and risk monitoring. The objective
is to ensure that cybersecurity risks are effectively managed throughout the entire lifecycle of the
vehicle, reducing the likelihood of potential cybersecurity incidents.

2. Secure Development Practices: ISO 21434 promotes the integration of cybersecurity into the entire
development process of automotive systems. It provides guidelines for establishing secure devel-
opment practices, including secure coding, secure configuration management, and secure software
supply chain management. The objective is to ensure that cybersecurity is considered at every step
of the development process, reducing the risk of potential cybersecurity vulnerabilities in the final
product.

3. Testing and Validation: ISO 21434 emphasizes the importance of rigorous testing and validation of
automotive systems to identify and fix potential cybersecurity vulnerabilities. It provides guidance
on conducting vulnerability scanning, penetration testing, and security assessments to identify
and address potential cybersecurity risks. The objective is to ensure that vehicles are thoroughly
tested and validated for cybersecurity before they are deployed, reducing the risk of potential cyber
attacks.

4. Compliance with Regulations and Standards: ISO 21434 recognizes the importance of compliance
with industry regulations and standards related to automotive cybersecurity. It provides guidance
on ensuring compliance with applicable regulations and standards, such as UN Regulation No.
155 Cybersecurity and Software UpdatesUNECE (2021a). The objective is to ensure that vehicles
meet the requirements of relevant regulations and standards, demonstrating the commitment to
cybersecurity and enhancing the overall cybersecurity posture of the vehicles.

ISO 21434 is a standard that aims to provide a comprehensive framework for managing cybersecurity
risks in the automotive industry. Its objectives include cybersecurity risk management, integration of
secure development practices, testing and validation, and compliance with regulations and standards. By
following the guidelines outlined in ISO 21434, the automotive industry can establish robust cybersecu-
rity practices and ensure the security and integrity of vehicles in the face of evolving cyber threats.



2.2 Relationship between ISO 21434 and Vehicle Automation

As vehicle automation continues to advance, with the development of autonomous and semi-autonomous
vehicles, the need for robust cybersecurity measures becomes increasingly critical. Vehicle automation
relies heavily on software, connectivity, and data processing capabilities, which can be vulnerable to
cyber threats. Therefore, integrating cybersecurity into vehicle automation systems is crucial to ensure
the safety, security, and reliability of these vehicles Macher et al. (2020).

ISO 21434:2020, titled ”Road vehicles — Cybersecurity engineering,” is a standard that provides guid-
ance for managing cybersecurity risks in the automotive industry, including vehicles with automation
capabilities. This standard is designed to address the unique cybersecurity challenges associated with
vehicle automation and provides a framework for incorporating cybersecurity into the development, pro-
duction, operation, and maintenance of these vehicles.

The relationship between ISO 21434 and vehicle automation can be understood in the following key
aspects:

1. Cybersecurity Risk Management for Vehicle Automation: ISO 21434 emphasizes the need for a
systematic approach to managing cybersecurity risks throughout the entire lifecycle of road ve-
hicles, including those with automation capabilities. This involves identifying and assessing po-
tential cybersecurity risks associated with vehicle automation, such as unauthorized access, data
tampering, and remote manipulation of vehicle functions. It also requires developing appropriate
mitigation measures to minimize the risk of cybersecurity threats impacting the safe operation of
automated vehicles.

2. Secure Development Practices for Vehicle Automation: ISO 21434 provides guidelines for estab-
lishing secure development practices for automotive systems, including those related to vehicle
automation. It emphasizes the importance of integrating cybersecurity into the entire development
process, including secure coding practices, secure configuration management, and secure software
supply chain management. This involves implementing secure coding standards and best practices
specifically tailored for vehicle automation, securing communication channels between vehicle au-
tomation components, and ensuring the integrity and security of software components and updates
used in automated systems.

3. Testing and Validation for Vehicle Automation: ISO 21434 highlights the need for rigorous testing
and validation of automotive systems, including those related to vehicle automation. It provides
guidelines for conducting vulnerability scanning, penetration testing, and security assessments
to assess the security of automated systems. This involves testing the functionality and security
of automated features, identifying potential vulnerabilities and weaknesses, and validating the
effectiveness of cybersecurity mitigation measures in automated systems before deployment.

4. Compliance with Regulations and Standards for Vehicle Automation: ISO 21434 emphasizes the
importance of complying with relevant regulations and standards related to automotive cybersecu-
rity, including those that apply to vehicle automation. This involves understanding and adhering
to regulations and standards that specifically address cybersecurity in automated vehicles, such as
UN Regulation No. 156 Software Update Processes and Management Systems UNECE (2021b).
Compliance with these regulations and standards can help ensure that automated vehicles meet the
required cybersecurity requirements and operate securely and safely.

5. Documentation and Traceability for Vehicle Automation: ISO 21434 underscores the need for
comprehensive documentation and traceability of cybersecurity-related activities, including those
associated with vehicle automation. This involves maintaining clear and traceable records of risk
assessments, development practices, testing results, and compliance evidence specifically related
to vehicle automation. Documentation and traceability are essential for audit and review purposes,
as they provide evidence of compliance and accountability in ensuring the cybersecurity of auto-
mated vehicles.



ISO 21434 provides guidance for integrating cybersecurity into the development, production, opera-
tion, and maintenance of vehicles with automation capabilities. It emphasizes the importance of cyber-
security risk management, secure development practices, testing and validation, compliance with regula-
tions and standards, and documentation and traceability, specifically tailored for vehicle automation. By
following the guidelines provided by ISO 21434, automotive stakeholders can enhance the cybersecurity
posture of automated vehicles and ensure their safe and secure operation.

2.3 EAST-ADL

The Architecture Analysis and Design Language (EAST-ADL) is a modeling language used in the auto-
motive and embedded systems domain for describing the architecture and design of complex automotive
systems. It provides a comprehensive and systematic approach for modeling the software and hard-
ware components, their interactions, and their relationships with the environment in which they operate.
EAST-ADL enables engineers to capture the architectural design decisions, analyze the system’s behav-
ior, and support the development of automotive systems with higher quality, safety, and efficiency Cuenot
et al. (2010).

EAST-ADL was developed by a consortium of European automotive manufacturers, suppliers, and
research institutes as part of the European research project "Model-Based Analysis and Design of Novel
Architectures for Dependable Electric Vehicles” (MAENAD) Manead (2021). The project aimed to
develop a modeling language and associated analysis techniques to support the design of advanced em-
bedded control systems, particularly in the automotive domain.

Some key features of EAST-ADL include:

1. Comprehensive Modeling Capabilities: EAST-ADL provides a rich set of modeling concepts and
notations for describing the architecture and design of automotive systems. It allows engineers
to model the system’s structure, behavior, and interactions, including the software and hardware
components, their interfaces, their connections, their modes of operation, and their communication
and data exchange mechanisms Cuenot et al. (2010).

2. Support for Functional and Non-functional Requirements: EAST-ADL allows engineers to capture
both functional and non-functional requirements of automotive systems. This includes modeling
the system’s functionality, performance, safety, reliability, and other quality attributes. EAST-
ADL also supports the modeling of timing, resource allocation, and other system-level constraints
Cuenot et al. (2010).

3. Analysis and Simulation Capabilities: EAST-ADL provides analysis and simulation capabilities
that enable engineers to evaluate the behavior and performance of the system at the architectural
level. This includes support for model checking, simulation, and other analysis techniques to
detect potential design flaws, performance bottlenecks, and other issues early in the development
process Cuenot et al. (2010).

4. Integration with Other Modeling Languages: EAST-ADL is designed to be compatible and in-
teroperable with other modeling languages commonly used in the automotive domain, such as the
AUTOSAR (AUTomotive Open System ARchitecture) standard. This allows engineers to integrate
EAST-ADL models with models developed in other modeling languages, facilitating system-level
analysis and simulation Cuenot et al. (2010).

5. Tool Support: Several modeling tools and frameworks are available that support the use of EAST-
ADL, providing engineers with a graphical user interface and automated analysis capabilities.
These tools help streamline the modeling and analysis process, making it more efficient and ef-
fective Cuenot et al. (2010). The modeling tool MetaEdit+ Tolvanen and Rossi (2003) has a full
integration of the EAST-ADL as well as a full integration of SAM. So a wholesome modeling
process is ensured.



EAST-ADL is a powerful modeling language used in the automotive and embedded systems domain
for describing the architecture and design of complex systems. It provides comprehensive modeling
capabilities, supports functional and non-functional requirements, offers analysis and simulation capa-
bilities, integrates with other modeling languages, and has tool support, making it a valuable tool for
automotive system design Cuenot et al. (2010).

2.4 SAM

The automotive industry is undergoing a significant transformation with the rapid advancement of software-
intensive technologies, such as connected cars, autonomous driving, and electric vehicles. However, this
increasing complexity and connectivity also bring about new challenges in terms of cybersecurity, as
vehicles become vulnerable to various cyber threats, including hacking, data breaches, and remote ma-
nipulation.

In response to these challenges, the Security Abstraction Model (SAM) Zoppelt and Tavakoli Kolagari
(2019); Bergler et al. (2021); Bergler, Tolvanen, and Kolagari (Bergler et al.) has emerged as a significant
concept in the automotive industry. SAM provides a structured approach to model, analyze, and enforce
security aspects in the development of automotive software systems. It aims to improve the security
assurance, streamline the development process, and enhance the resilience of vehicles against security
threats.

The importance of SAM in the automotive industry can be highlighted in several key aspects:

1. Comprehensive Security Management: SAM offers a comprehensive framework for managing
security concerns in automotive software development. It provides a systematic approach to iden-
tify, analyze, and mitigate security risks throughout the entire development lifecycle of vehicles,
from design and implementation to testing and deployment. SAM helps automotive manufacturers
and suppliers to effectively manage security aspects in their software systems, ensuring that the
vehicles are protected against potential cyber threats.

2. Standardization and Consistency: SAM provides a standardized and consistent approach to mod-
eling and analyzing security aspects in automotive software systems. It offers a common lan-
guage and methodology for describing security threats, security architectures, and security analy-
sis techniques. This standardization enables better collaboration among different stakeholders in
the automotive industry, such as automakers, suppliers, and security experts, and helps to ensure a
consistent and unified approach to security across different automotive systems.

3. Enhanced Security Assurance: SAM supports the development of more secure software systems
by providing a structured approach to security assurance. It enables the identification of potential
security risks early in the development process, allowing for timely mitigation measures to be
implemented. SAM also provides a way to systematically verify and validate the security measures
in place, improving the overall security assurance of automotive software systems.

4. Improved Efficiency and Resilience: SAM helps streamline the development process of automo-
tive software systems by providing a structured approach to security. It reduces the complexity
and ambiguity of security considerations, making it easier for developers to integrate security mea-
sures into their software designs. This improved efficiency allows for more effective development
of secure software systems, reducing the risk of security breaches and enhancing the resilience of
vehicles against threats.

5. Compliance with Industry Standards: SAM aligns with industry standards and guidelines for au-
tomotive security, such as ISO 21434, AUTOSAR, and EAST-ADL, which are widely adopted in
the automotive industry. By incorporating SAM into the development process, automotive manu-
facturers and suppliers can ensure compliance with these standards and guidelines, demonstrating
their commitment to security best practices.



SAM plays a crucial role in addressing the security challenges faced by the automotive industry. It
provides a structured approach to model, analyze, and enforce security aspects in the development of
automotive software systems, leading to improved security assurance, streamlined development process,
and enhanced resilience against threats.

3 Case Study Braking System

The following scenario is described as an example of the use of SAM and the new features of ISO 21434:
Imagine a situation where a hacker gains unauthorized access to the data communication network of a
car’s braking system. The hacker then intentionally interferes with the communication signals between
the car’s brake control module and the wheel speed sensors. As a result, the brake system receives
incorrect information about the speed of the wheels and the car’s braking distance. This causes the brake
system to malfunction and fail to engage, even when the driver presses the brake pedal. Consequently,
the car is unable to slow down or stop in time, and it collides with another vehicle or object, causing
an accident. In this scenario, the hacker’s malicious actions disrupt the normal operation of the car’s
braking system, creating a dangerous situation that puts the driver, passengers, and other road users at
risk of injury or death.

3.1 EAST-ADL System Model of the Braking System

The EAST-ADL is an architecture description language that models the core of a system and has manifold
complementary models that capture additional information, such as timing, variability, dependability and
so on. The modeling of the core has two main and widely appreciated features in practice: first, the
system model is described on predefined abstraction levels, starting with an abstract feature modeling
as well as two architecture description levels, where the analysis level is a purely functional logical
description and the design level already includes a description of hardware and software; second, the
component-oriented approach to architecture description is based on a type/prototype concept, which
allows for the reuse of components from a component library.

In this Figure 1 we see a small excerpt from the abstract level (the Vehicle Level) and the first ar-
chitecture description level (the Analysis Level). The item “BrakeByWire”, which is to be understood
in accordance with the item definition from the standard ISO 26262, refers in this case to the vehicle
feature “"BrakeByWire” from the Vehicle Level and is realized by the function " BBW_FAA” from the
Analysis Level. We can see the internal components of the function " BBW_FAA” in the lower part of
the figure, consisting of a sensor ”BrakePedal” and four actuators ”ABS” (one actuator for each wheel)
and a control unit.

3.2 Security Model of the Braking System

As previously discussed, the integration of the ISO 21434 standard into the Security Abstraction Model
SAM has many advantages for the automotive industry. The integration of the ISO made some demands
on the meta model. The following addressed points from the ISO therefore had to be checked or inte-
grated to complete SAM:

1. Item Definition (ISO 21434 Section 9.3): The item definition is a central component of ISO 21434
and describes the definition and specification of safety-critical elements in a vehicle. It is about
gaining a comprehensive understanding of the functions and characteristics of these elements in
order to identify and eliminate potential vulnerabilities in the system. The item definition includes
a comprehensive analysis of the safety-critical elements, including their functions, interfaces, data
flows, requirements, and risks. It also considers the interaction of the elements with each other and
with other systems. The item definition is a crucial step in the process of automotive cybersecurity
development, ensuring that the systems meet the security requirements and are protected against
potential threats.
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Figure 1: This figure shows the Analysis Architecture of the braking function based on EAST-ADL.

2. Asset Identification (ISO 21434 Section 15.3): Asset Identification is another critical component
of ISO 21434 that plays a crucial role in the development of secure automotive systems. Asset
Identification refers to the process of identifying the assets that need to be protected within the
system. These assets may include hardware, software, data, or other resources that are critical to
the proper functioning of the system. The goal of Asset Identification is to gain a comprehensive
understanding of the assets and their characteristics in order to properly assess the risks associated
with each asset and develop effective security measures. This process involves a detailed inventory
of all assets and their associated risks, as well as the establishment of asset classifications and their
criticality levels. By properly identifying and classifying assets, the development team can better
understand the security requirements of the system and ensure that adequate security measures are
implemented to protect the system against potential cyber threats.

3. Identification of Threat Scenarios (ISO 21434 Section 15.4): Threat scenarios are a critical part
of ISO 21434 and involve identifying potential cybersecurity threats that could impact automotive
systems. This includes identifying potential attack vectors and the potential impacts of a successful
cyberattack. By using threat scenarios, the development team can develop more effective security
measures and reduce the risk of a successful cyberattack. They are an essential part of ensuring
the safety and security of automotive systems.

4. Impact Rating (ISO 21434 Section 15.5): Impact Rating is a process in ISO 21434 used to evaluate
the potential impact of a cybersecurity threat on the system by assigning a severity level to each
potential threat based on its potential harm and feasibility of mitigation. This helps prioritize
security efforts and allocate resources accordingly to ensure the safety and security of automotive
systems.

5. Attack Path Analysis (ISO 21434 Section 15.6): In the context of ISO 21434, Attack Path Anal-
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ysis is an important tool for identifying potential cybersecurity threats to automotive systems and
developing appropriate security measures to mitigate those threats. It is a critical component of the
risk management process outlined in the standard and is used to help ensure the safety and security
of automotive systems throughout their lifecycle.

. Attack Feasibility Rating (ISO 21434 Section 15.7): The Attack Feasibility Rating is a process

within ISO 21434 that evaluates the likelihood of a successful cybersecurity attack by assessing
the attacker’s resources and access to information. It helps prioritize security measures and allocate
resources accordingly, based on the most significant threats to the system. This process helps to
ensure the safety and security of automotive systems.

Risk Value Determination (ISO 21434 Section 15.8): ISO 21434 includes a process called risk
value determination, which is used to evaluate the level of risk posed by cybersecurity threats to
automotive systems. This process assigns a numerical value to each threat and helps the devel-
opment team prioritize security measures and allocate resources effectively. By using risk value
determination, the development team can identify and address the most significant threats to the
system’s safety and security, ensuring appropriate security measures are implemented. Overall,
risk value determination is a vital aspect of ISO 21434, supporting the safe and secure develop-
ment of automotive systems.

Risk Treatment Decision (ISO 21434 Section 15.9): The ISO 21434 standard outlines a process
for making decisions about how to treat cybersecurity risks in automotive systems. This involves
selecting and implementing security measures to reduce the risks to an acceptable level. The
purpose of this process is to prioritize security measures and allocate resources effectively.

Cybersecurity Goals (ISO 21434 Section 9.4) [WP-09-03 & RQ-09-07]: The ISO 21434 standard
defines cybersecurity goals for automotive systems. These goals help ensure that the system is
secure against potential threats and that any vulnerabilities are identified and addressed appropri-
ately. The cybersecurity goals specified in the standard are designed to be flexible and adaptable to
different use cases and system architectures. By setting clear goals for cybersecurity, the standard
aims to promote a more systematic and comprehensive approach to cybersecurity in the automotive
industry.

Cybersecurity Claims (ISO 21434 Section 9.4) [WP-09-04 & RQ-09-06]: The cybersecurity claims
defined in the ISO 21434 standard refer to the features and functions of automotive systems that
provide cybersecurity protection. These claims serve as a means of communicating the level of
cybersecurity protection to customers and stakeholders. To ensure that cybersecurity claims are
accurate and reliable, the standard requires that they be based on evidence and that they are veri-
fiable. This helps ensure that customers and stakeholders can make informed decisions about the
security of the system. The standard also provides guidance on how to test and verify cybersecurity
claims to ensure that they are accurate and reliable.

Cybersecurity Concept (ISO 21434 Section 9.5): The Cyber Security Concept is a description of
the security objectives and measures that apply to an automotive system, as defined in the ISO
21434 standard. It serves as a high-level guide for the development of effective cybersecurity
measures and is regularly reviewed and updated throughout the development process.

After making adjustments to the meta model, the previously created scenario has now been replicated
as a security model (see Figure 2. This security model focuses on the "BrakeByWire” feature, which
interfaces with the EAST-ADL in a vehicle. With the integration of ISO 21434 in SAM, new scores such
as ”AttackFeasibility”, “ImpactRating”, and "RiskValue” can now be calculated in addition to the Com-
mon Vulnerability Scoring Systems (CVSS) Mell et al. (2006) Base and Temporal score. These scores
are essential for assessing the level of risk posed by potential security threats and vulnerabilities in the
system. With the ability to calculate these scores in SAM, the system can be analyzed comprehensively
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and appropriate security measures can be implemented to mitigate potential risks and ensure the safety
and security of the system and its users.
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Figure 2: This figure shows the Security Model of the braking system based on SAM.

3.3 Scoring Calculation

Thanks to the successful integration of ISO 21434, it is not only possible to evaluate vulnerabilities, but
also attacks and their impact on a system. For this purpose, new scores are introduced in the metamodel
based on the ISO 21434 standard:

1. The Common Vulnerability Scoring System (CVSS) is a framework used to evaluate and measure
the severity of security vulnerabilities. It provides a consistent and standardized way to assess
the potential impact of a vulnerability and assign a score, which can be used to prioritize and
plan security measures. CVSS was developed by the Forum of Incident Response and Security
Teams (FIRST) and is widely used by security professionals and organizations to evaluate and
communicate the severity of security vulnerabilities. This score is already integrated into SAM
Bergler, Tolvanen, and Kolagari (Bergler et al.).

2. AttackFeasibilityScore: The AttackFeasibilityScore refers to the attack feasibility rating from the
standard. This describes the feasibility of an attack on our system. The calculation basis for this is
the already implemented CVSS score. According to CVSS, the ratings are mapped to numbers and
used in the corresponding formula from the standard. The new formulais (£ = 8.22zVxCxPxU)
Macher et al. (2020) where E is the exploitability value; V for the value of the attack vector; C for
the attack complexity value; P for the value of the privileges required and U for the value of the
user interaction. This value can then be mapped back to a textual evaluation based on the standard.

3. ImpactRatingScore: The ImpactRatingScore refers to the impact rating from ISO 21434. This
value describes the severity of the consequences of a damage scenario. The impact rating can have
the values Negligible (0), Moderate (1), Major (1.5) and Severe (2).

4. RiskScore: The RiskScore refers to the risk value determination from the standard. This value
describes the risk that a threat scenario will occur. According to ISO 21434, this value can be
determined either using a matrix or using your own calculation formulas. In both cases, the Impact
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Rating and the Attack Feasibility Rating are used. In our example, we use the risk matrix provided
in the standard.

In our example, the following values result for the respective scores:
* BaseScore: 7.1 High
» TemporalScore: 7.1 High
 AttackFeasibilityScore: 1.05 Low (£ = 8.2220.5520.4420.6220.85)
* ImpactRatingScore: 2: Severe (based on the definition in the standard)

¢ RiskScore: S: 2 (based on the evaluation matrix in the standard)

4 Integrating ISO 21434 into SAM

The integration of the standard into SAM has changed the metamodel and the items Asset, Damage
Scenario, Threat Scenario, ImpactRatingScore, RiskScore, AttackFeasibilityRating and AttackFeasibil-
ityScore needed to be added as seen in the Figure 2. The current meta model can be viewed online .
The new item asset complements the existing target in the metamodel, which can be both a "Human-
Actor” and an “Item” in the sense of ISO 26262. According to ISO 21434, a damage scenario refers to
a hypothetical event or sequence of events that could lead to harm to the vehicle, its occupants, or its
surroundings. It takes into account the potential sources of harm, the likelihood of the harm occurring,
and the severity of the harm that could result. The purpose of defining damage scenarios is to identify the
risks associated with the use of the vehicle and to establish measures to prevent or mitigate the effects of
those risks. With the introduction of the new item “DamageScenario”, the consequences of a successful
attack can now be modeled and additionally evaluated by the “ImpactRatingScore”. A threat scenario,
according to ISO 21434, is a hypothetical situation or sequence of events that could lead to a security
threat to a vehicle’s functions, components, or data. It includes the potential sources of the threat, the
probability of the threat occurring, and the severity of the consequences that could result. The goal of
defining threat scenarios is to identify potential security risks and vulnerabilities and to establish mea-
sures to prevent or mitigate the effects of those risks. Threat scenarios are an essential part of the risk
analysis process in the development of secure vehicles. By integrating the item “ThreatScenario” it is
now possible to describe the attack scenario more precisely. In addition, in combination with the other
newly introduced scores, an assessment of the risk for such a scenario can be given using the "RiskScore”
item. Based on these scores, a strategy can now be developed as to which measures are to be taken to
avoid them. The already existing item “Attack” was supplemented by the ”AttackFeasibilityScore”,
whereby the feasibility of an attack can be better assessed. Since CVSS is already integrated into SAM,
this can be used as a basis for calculations. The new scores are currently calculated manually because
there is no tool support for the new SAM version. Thanks to the successful integration, the following
points can now be reliably modeled with SAM:

1. Item Definition

2. Asset Identification

3. Identification of Threat Scenarios
4. Impact Rating

5. Attack Path Analysis

6. Attack Feasibility Rating

"https://www.in.th-nuernberg.de/professors/BerglerMa/SAM/

12



7. Risk Value Determination
8. Risk Treatment Decision
9. Cybersecurity Concept

As far as our research suggests, the two outstanding points Cybersecurity Goals and Cybersecurity
Claims are already covered via SAM. However, the standard is not clear here and further research is
therefore required to confirm the thesis with certainty.

5 Conclusion

By providing a structured approach for cybersecurity management of road vehicles, ISO 21434 can
help ensure that cybersecurity considerations are integrated into the development process for automotive
software. However, the process of integrating ISO 21434 into SAM also required adjustments to the
existing meta model.

This paper has provided an overview of the key considerations when integrating ISO 21434 into SAM,
including the benefits and challenges of the integration as well as the practical application of the integra-
tion. The paper has highlighted the importance of adapting or augmenting SAM processes and activities
to integrate ISO 21434 effectively.

By preparing an example, the paper has demonstrated how integrating ISO 21434 into SAM may
improve the quality and security of software in vehicles, which has the potential to result in increased
customer satisfaction, improved brand reputation, and reduced costs associated with software defects and
security breaches.

Next steps in development include a comprehensive evaluation study, as well as providing appropriate
tool support with the new functionality to enable easier use.

The next development steps include both the provision of suitable tool support and an evaluation study
with which the use of SAM in the development process is to be evaluated.

MetaEdit+ will continue to be used for tool support, as good experiences have already been made here
in advance. Thanks to the integration in MetaEdit+, there is not only complete access to the contents of
the EAST-ADL and thus ISO 26262 for functional safety, but also to the security supplement via SAM.
In addition, the newly integrated scores from ISO 21434 can be calculated automatically with MetaEdit+,
as has already been done with CVSS.

The evaluation study is to be carried out in cooperation with representatives from the industry. The
development process of a vehicle component is to be exercised as an example by using the EAST-ADL
and SAM using tool support through MetaEdit+. The representatives from the industry should then give
an assessment and feedback on the usability and benefits of SAM.
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