Task Offloading in Edge-cloud Computing using a Q-Learning Algorithm
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Abstract: Task offloading is a prominent problem in edge–cloud computing, as it aims to utilize the limited capacity of fog servers and cloud resources to satisfy the QoS requirements of tasks, such as meeting their deadlines. This paper formulates the task offloading problem as a nonlinear mathematical programming model to maximize the number of independent IoT tasks that meet their deadlines and to minimize the deadline violation time of tasks that cannot meet their deadlines. This paper proposes two Q-learning algorithms to solve the formulated problem. The performance of the proposed algorithms is experimentally evaluated with respect to several algorithms. The evaluation results demonstrate that the proposed Q-learning algorithms perform well in meeting task deadlines and reducing the total deadline violation time.

1 INTRODUCTION

As the use of Internet of Things (IoT) devices proliferates, the need to move processing, storage, and decision-making closer to the data source becomes increasingly important. The edge-cloud computing paradigm addresses this critical need by integrating fog and cloud servers to process requests from edge devices (Aazam et al., 2018). This computing continuum provides distributed computing resources by locating fog servers close to the data source to reduce network congestion and latency. However, the computing capacity of fog servers is limited. Therefore, it also leverages resources provided by a centralized cloud to offer scalable resources.

Providing such distributed and scalable resources is a critical requirement for various systems such as traffic management systems, smart cities, smart healthcare, and industrial IoT. In these systems, as the level of autonomy increases, more and more data- and compute-intensive tasks need to be performed, and edge devices alone are not sufficient to meet the demands of these tasks. Hence, task offloading becomes a prominent challenge in edge-cloud computing as it aims at utilizing the limited capacity of fog servers and satisfying the QoS requirements of all tasks.

Task offloading refers to selecting appropriate resources in the fog or cloud layer to execute the tasks requested by the edge devices. The limited capacity of fog servers requires that delay-sensitive tasks be processed in the fog layer, while compute-intensive tasks are offloaded to the cloud layer. Meeting the QoS requirements of requests and utilizing the limited capacity of fog servers is significantly impacted by such task offloading. To solve a task-offloading problem, different problem-solving techniques such as mathematical programming, machine learning, heuristics, meta-heuristics, and game theory can be applied (Abdi et al., 2022).

In this paper, we formulate the task offloading problem in edge-cloud computing as a non-linear mathematical programming model. Then, for the formulated problem, we propose a Q-learning algorithm which is a popular reinforcement learning technique. Reinforcement learning algorithms can be used to learn effective scheduling policies to meet specific performance objectives while satisfying problem constraints (Watkins and Dayan, 1992). This paper focuses on deadline-constrained task offloading in edge-cloud. Considering a set of independent tasks, the objective is to maximize the number of tasks that meet their deadlines and minimize the deadline violation time of the tasks that cannot meet their deadlines. The main contributions in this paper are as follows:

- Formulate the task offloading problem in edge-cloud computing as a non-linear mathematical programming model. The objective is to maximize the number of tasks that meet their deadlines and minimize the deadline violation time.

- Propose two Q-learning algorithms, called TOQL and PTOQL, to efficiently assign the IoT tasks to available resources in fog and cloud servers to solve the proposed mathematical model.
• Conduct extensive experiments to configure the hyper-parameters of the proposed Q-learning algorithms and to evaluate their performance in comparison with other algorithms.

2 RELATED WORKS

The problem of task offloading in edge-cloud computing has been studied under various optimization objectives, including energy efficiency, completion time (Mohammadi et al., 2023), and financial cost (Islam et al., 2021).

The work in (Lou et al., 2023) formulates the workflow scheduling in edge-cloud computing with the objective of makespan optimization and proposes a heuristic algorithm to find near-optimal solutions for the scheduling problem. The work in (Saedd et al., 2023) proposes a genetic algorithm that minimizes the energy consumption and makespan of the workflows that are generated by IoT devices. The work in (You et al., 2016) proposes a mathematical programming model to minimize mobile energy consumption under latency constraints. The work in (Misra and Saha, 2019) formulates the problem of task offloading in fog computing as an integer-linear programming (ILP) model and proposes a greedy-heuristic-based approach to efficiently solve the problem. The proposed algorithm, called Detour, makes optimal decisions on the local or remote execution of tasks and selects the optimal fog nodes for tasks. It also selects the optimal path for offloading tasks.

The work in (Nguyen et al., 2019) proposes a particle swarm optimization algorithm that minimizes the cost of executing Bag-of-Tasks (BoT) applications in fog-cloud computing. The work in (Nan et al., 2022) proposes a genetic algorithm for task offloading in edge-cloud computing to minimize energy consumption. The work in (Smys and Ranganathan, 2020) proposes a game theory-based scheduling algorithm to minimize the waiting time of tasks. The work in (Jararweh et al., 2018) uses Logistic regression, a supervised learning algorithm, to balance the load of edge nodes and enhance a dynamic resource allocation strategy. The work in (Bouet and Conan, 2018) uses a clustering approach, an unsupervised learning algorithm, to balance the load of edge nodes and enhance a dynamic resource allocation strategy. The work in (Razaq et al., 2022) proposes a reinforcement learning method based on reinforcement learning to minimize the completion time of parallel tasks. It also applies digital twins to simulate the results of different actions made by an agent. The work in (Razaq et al., 2022) proposes a reinforcement learning algorithm for task scheduling in fog-cloud computing to satisfy the required latency and security requirements.

However, these works do not consider the waiting time of tasks when some tasks are assigned to the same fog node. This paper proposes a Q-learning algorithm to maximize the number of IoT tasks that meet their deadline considering the waiting time of tasks when some tasks are assigned to the same node. This consideration leads to load balancing among available fog nodes to decrease the total waiting time for tasks. Moreover, it minimizes the violation time of the tasks that cannot meet their deadline.

3 SYSTEM MODEL

The proposed edge-cloud computing continuum is shown in Figure 1, which is a three-tier architecture consisting of edge devices, a fog layer, and a cloud layer. We assume that edge devices, such as healthcare devices, request some tasks to be executed in the higher computing layers. The requests from different edge devices are submitted to a scheduler located in the fog layer and added to the global task queue in this component. The scheduler decides on the computing layers and nodes where the tasks will be executed.

The fog layer is closer to the source of generated tasks and it provides a set of fog nodes \( \mathcal{F} = \{ F_1, F_2, \ldots, F_n \} \). The cloud layer provides scalable computing resources in comparison to the fog layer which provides limited computing resources. The cloud layer provides a set of cloud nodes \( \mathcal{C} = \{ C_1, C_2, \ldots, C_V \} \). Generally, we assume that the fog-
cloud computing continuum provides computing resources \(\mathcal{X} = \{T \cup C\}\). We assume that \(m\) computing layers provide computing nodes, and \(k \in \{1, \ldots, m\}\) is used as the index of computing layers. The notation \(N_k\) denotes the set of computing nodes provided by \(k\)th computing layer. The notation \(N_{kj}\) denotes \(j\)th node in the \(k\)th computing layer. The tuple \(N_{kj} < p_{kj}, bw_{kj}, cs_{kj}\) describes the characteristics of node \(N_{kj}\), where the notation \(p_{kj}\) indicates the CPU processing capacity of a node \(N_{kj}\), i.e., the number of instructions that the node can process per second (MIPS). The communication bandwidth of node \(N_{kj}\) is denoted by \(bw_{kj}\). Moreover, each node has a local queue, where tasks assigned to the node are added to it and processed based on the First Comes First Serves (FCFS) policy.

We assume that a set of independent IoT tasks \(T = \{\tau_1, \ldots, \tau_n\}\) are submitted to the scheduler and added to the global task queue in the scheduler. The tuple \(\tau_i < cs_i, id_i, od_i, p_i, c_i>\) describes the characteristics of task \(\tau_i\), where the notation \(cs_i\) indicates the compute size of task \(\tau_i\) in Million Instructions (MI). The notations \(id_i\) and \(od_i\) are the input and output data size of task \(\tau_i\), respectively. The notations \(d_i\) and \(p_i\) indicate the deadline and priority of task \(\tau_i\), respectively. The tasks are assigned priorities according to their importance or criticality.

### 4 PROBLEM FORMULATION

We formulate the problem of task offloading in a heterogeneous fog-cloud computing system as a mathematical programming model. We assume that a set of tasks \(T\) is submitted to the scheduler and it assigns the tasks to the nodes in the fog or cloud layer to execute them. To formulate task assignment, we define decision variable \(x_{ikj}, x_{ikj} = 1\) if and only if task \(\tau_i\) is assigned to node \(N_{kj}\); otherwise \(x_{ikj} = 0\). This assignment is formulated in Eq. (1) and ensures that each task is assigned to a node in the fog or cloud layer.

\[
\sum_{k=1}^{m} \sum_{j \in N_k} x_{ikj} = 1 \quad \forall i \in T \tag{1}
\]

We consider non-preemptive resource allocation. It means that once a task starts its execution on a node, it will finish without any interruption. If task \(\tau_i\) is assigned to node \(N_{kj}\), then \(x_{ikj} = 1\) and its execution time is determined as follows:

\[
x_{ikj} > x_{ikj} \cdot (cs_i / p_{kj}) \quad \forall i \in T, \forall k \in \{1, \ldots, m\}, \forall j \in N_k \tag{2}
\]

Moreover, we assume that each node can process only one task at a time and assigned tasks to a node are executed sequentially. Therefore, when task \(\tau_i\) is assigned to node \(N_{kj}\), it is added to the queue of the node and waits until the node processes it. Suppose the set \(T'_{kj}\) indicates the tasks assigned to node \(N_{kj}\) before task \(\tau_i\) is assigned to node \(N_{kj}\), then the waiting time of task \(\tau_i\) is formulated as follows:

\[
\forall i \in T, \forall \tau \in T'_{kj}, \forall k \in \{1, \ldots, m\}, \forall j \in N_k
\]

\[
w_{ikj} > = m_{ikj} \cdot x_{ikj}
\]

Hence, the completion time of a task includes the waiting time of the task, the execution time of the task, and the input and output data transfer time. Eqs. (4) and (5) formulate the data transfer time for input and output data of task \(\tau_i\) to/from node \(N_{kj}\), respectively.

\[
\beta_{ikj} > = x_{ikj} \cdot (id_i) / bw_{kj} \quad \forall i \in T, \forall k \in \{1, \ldots, m\}, \forall j \in N_k \tag{4}
\]

\[
\zeta_{ikj} > = x_{ikj} \cdot (od_i) / bw_{kj} \quad \forall i \in T, \forall k \in \{1, \ldots, m\}, \forall j \in N_k \tag{5}
\]

In this work, we consider the overlap between the waiting time of a task and the input data transfer time. Therefore, the completion time of task \(\tau_i\) is formulated as follows:

\[
m_{ikj} > = x_{ikj} \cdot (\beta_{ikj} + \max(\beta_{ikj}, w_{ikj}) + \zeta_{ikj}) \quad \forall i \in T, \forall k \in \{1, \ldots, m\}, \forall j \in N_k \tag{6}
\]

The objective function of the proposed mathematical model is to maximize the number of tasks that meet their deadlines and minimize the deadline violation times of tasks that cannot meet their deadlines. Therefore, we define the decision variable \(\delta_i\) to identify whether the deadline of the task \(\tau_i\) is met. Eq. (7) identifies the value of this decision variable. If the deadline of task \(\tau_i\) is met then \(\delta_i = 1\); otherwise \(\delta_i = 0\). To define the deadline violation time of the task \(\tau_i\), we define the decision variable \(\vartheta_i\) in Eq. (8).

\[
m_{ikj} \cdot \delta_i \leq d_i \quad \forall i \in T, \forall k \in \{1, \ldots, m\}, \forall j \in N_k \tag{7}
\]

\[
\vartheta_i := (1 - \delta_i) \cdot (m_{ikj} - d_i) \quad \forall i \in T, \forall k \in \{1, \ldots, m\}, \forall j \in N_k \tag{8}
\]

If the deadline of the task \(\tau_i\) is met, then \(\delta_i = 1\) and \(\vartheta_i = 0\); otherwise \(\delta_i = 0\) and \(\vartheta_i\) represents the time when the completion time of task \(\tau_i\) exceeds its deadline. Based on the defined constraints and decision variables, the objective function of the model is formulated in Eq. (9) which is a multi-objective optimization problem. It involves maximizing the number of tasks that meet their deadlines and minimizing the deadline violation time for tasks that cannot meet
their deadlines.

\[
\text{Max } (w_1 \cdot \sum_{i \in T} \delta_i \cdot q_i - w_2 \cdot \sum_{i \in T} \theta_i \cdot q_i) \tag{9}
\]

Subject to:

Constraints (1)-(8)

where \(w_1\) and \(w_2\) are the weights assigned to the objectives and \(w_1 + w_2 = 1\). Indeed, the weights reflect the importance or priority of each objective. Moreover, we consider the priority of tasks in the objective functions and \(q_i\) indicates the normalized priority of the task \(\tau_i\) using the softmax function in Eq. (10) to prevent sharp changes in the learning process that may arise due to large reward or penalty values.

\[
q_i = \frac{e^{q_i}}{\sum_{j=1}^{n} e^{q_j}} \tag{10}
\]

5 Q-LEARNING ALGORITHM FOR TASK OFFLOADING

In this section, we propose a Q-learning algorithm which is a type of reinforcement learning (RL) algorithm to solve the formulated problem in Section 4. Reinforcement learning is a type of machine learning technique in which an agent learns how to maximize the cumulative reward by taking actions and receiving feedback in the form of rewards or penalties (Sutton et al., 1998).

The proposed RL model is represented by a tuple \(<S, A, R>\), where \(S\), \(A\), and \(R\) define a finite set of the system space, a finite set of actions, and the reward associated with taking an action in a given state, respectively. In this paper, the system state space is comprised of all tasks waiting to be assigned. In each step, the agent selects a task out of all the tasks in the queue and takes action for the task. Therefore, the system state space \(S\) is represented as follows:

\[
S = \{s(\tau_1), ..., s(\tau_m), ..., s(\tau_n)\} \tag{11}
\]

A task is selected from all the tasks waiting to be assigned according to the current state. After assigning a task to a node in the fog/cloud layer, the system transfers to the next state.

The action space describes the set of possible decisions that the agent can make in a given state. Considering a given state, e.g., \(s(\tau_i)\), selecting a node in the fog layer, i.e., \(F = \{F_1, F_2, ..., F_u\}\) or cloud layer, i.e., \(C = \{C_1, C_2, ..., C_v\}\) is defined as an action for the given state. Therefore, selecting a computing layer and a node from it is defined as an action the agent takes in a given state. After a task is assigned to a node in the fog or cloud layer, the task is added to the queue of the node, and the state of the system changes to the next state. Moreover, the start and completion times of tasks on the allocated nodes are used as parts of the state/action description as follows:

\[
S/A = (\ldots, [N_{kj}, w_{ikj}, m_{ikj}], \ldots) \tag{12}
\]

This state/action space indicates that task \(\tau_i\) is assigned to node \(N_{kj}\) where the notations \(w_{ikj}\) and \(m_{ikj}\) are the time and the completion time of the task on the allocated node according to Eqs. (3) and (6), respectively.

The RL agent explores the environment by taking actions from the action set in given states and receiving feedback from the environment. This feedback is defined in terms of the reward function and the precise definition of the reward function plays a vital role in the learning process.

As mentioned in Section 4, our objective is to maximize the number of tasks that meet their deadlines and minimize the deadline violation time of tasks that cannot meet their deadlines. According to the defined objective function in Eq. (9), the reward function for taking an action in state \(s(\tau_i)\) is defined as follows:

\[
R = \begin{cases} 
  w_1 \cdot q_i, & \delta_i = 1 \\
  -w_2 \cdot \theta_i \cdot q_i, & \delta_i = 0
\end{cases} \tag{13}
\]

where the agent receives a positive reward \(w_1 \cdot q_i\) if task \(\tau_i\) meets its deadline, i.e., \(\delta_i = 1\); otherwise it receives a penalty \(-w_2 \cdot \theta_i \cdot q_i\). In this formula, \(q_i\) is the normalized priority of the task \(\tau_i\). We consider the priority of tasks in receiving rewards or penalties to maximize the number of high-priority tasks that meet their deadlines and to decrease their deadline violation time. Moreover, \(w_1\) and \(w_2\) are positive constants.

This paper uses model-free reinforcement learning, where the agent tries to learn the consequences of its actions using algorithms such as policy gradient and Q-learning. Indeed, a model-free algorithm does not estimate the transition probability distribution. Therefore, the agent interacts with the environment by taking actions and receiving rewards to learn to optimize its policy. We use the Q-learning algorithm, which is a popular model-free, value-based reinforcement learning algorithm (Watkins and Dayan, 1992). This algorithm uses a Q-table to learn the optimal action to take in a given state.
The main idea behind Q-learning is to learn a Q-table, denoted as $Q(s,a)$. This table represents the expected cumulative reward of taking action $a$ in state $s$. Before learning begins, the Q-values are initialized to a fixed value, e.g. 0. Then, in each step, the agent selects an action $a$ in state $s$, receives a reward, and the system transfers to a new state $s'$. The Q-value then is updated based on the received rewards and the estimated future rewards. The Q-learning update rule is based on the Bellman equation (Sutton et al., 1998) as follows:

$$Q(s,a) = (1 - \alpha) \cdot Q(s,a) + \alpha \cdot \left( \mathcal{R} + \gamma \cdot \max_{a'} Q(s',a') \right)$$

(14)

where $\alpha$, $\gamma$, and $\mathcal{R}$ are the learning rate, the discount factor for future rewards, and the immediate reward received after taking the action $a$ in the state $s$, respectively. The learning rate, i.e., $0 \leq \alpha \leq 1$, determines the impact of newly acquired information (reward $\mathcal{R}$) and the maximum Q-value of the next state $\max_{a'} Q(s',a')$ on the current Q-value. The discount factor, i.e., $0 \leq \gamma \leq 1$, indicates the extent to which the agent considers future rewards in its decision-making process. When the agent takes an action $a \in \mathcal{A}$ in the state $s \in \mathcal{S}$, the system changes its state from $s$ to $s'$. Here, $a'$ is the action chosen in the next state $s'$, and $\max_{a'} Q(s',a')$ represents the maximum Q-value in the next state.

The goal of a Q-learning algorithm is to learn the optimal policy and follow it thereafter. The optimal policy is defined by the learned Q-values and is to select the action with the highest Q-value for a given state as follows:

$$\pi(a|s)^* = \arg \max_a Q(s,a)$$

(15)

Afterwards, the agent follows the optimal policy to decide which action to take in a given state. During the learning process, we use the epsilon-greedy policy (Wunder et al., 2010) to keep a balance between exploration to discover the environment and exploitation of prior knowledge. The policy chooses a random action with probability $\varepsilon$, i.e., exploration, and with probability $1 - \varepsilon$, it selects the action with the maximum Q-value, where $0 \leq \varepsilon \leq 1$ is the exploration parameter.

The proposed task offloading algorithm is shown in Algorithm 1, called TOQL. It takes the learning rate $\alpha$, discount factor $\gamma$, epsilon $\varepsilon$, number of IoT tasks $n$, available nodes in the fog layer and cloud layer $\mathcal{N}$ as inputs. The objective of the algorithm is to learn the optimal policy so that the best fog or cloud nodes are selected for offloading a given set of tasks. Hence, the output of the proposed algorithm is the Q-table values and the optimal policy. The algorithm initially creates a Q-table containing values 0. Afterwards, the algorithm performs episodes repeatedly until reaches the termination condition which is a predefined number of time steps. The TOQL algorithm performs the following steps for all episodes.

Afterwards, the agent follows the optimal policy to decide which action to take in a given state. During the learning process, we use the epsilon-greedy policy (Wunder et al., 2010) to keep a balance between exploration to discover the environment and exploitation of prior knowledge. The policy chooses a random action with probability $\varepsilon$, i.e., exploration, and with probability $1 - \varepsilon$, it selects the action with the maximum Q-value, where $0 \leq \varepsilon \leq 1$ is the exploration parameter.

The proposed task offloading algorithm is shown in Algorithm 1, called TOQL. It takes the learning rate $\alpha$, discount factor $\gamma$, epsilon $\varepsilon$, number of IoT tasks $n$, available nodes in the fog layer and cloud layer $\mathcal{N}$ as inputs. The objective of the algorithm is to learn the optimal policy so that the best fog or cloud nodes are selected for offloading a given set of tasks. Hence, the output of the proposed algorithm is the Q-table values and the optimal policy. The algorithm initially creates a Q-table containing values 0. Afterwards, the algorithm performs episodes repeatedly until reaches the termination condition which is a predefined number of time steps. The TOQL algorithm performs the following steps for all episodes.

**Algorithm 1: TOQL algorithm.**

**Data:** State space $\mathcal{S}$, Q-table, $\alpha$, $\gamma$, $\varepsilon$, $\mathcal{N}$

**Result:** A Q-table defining estimated optimal policy $\pi^*$

Initialize $Q(s,a) \leftarrow 0$

for each episode do

- Generate task set $T = \{\tau_1, \ldots, \tau_n\}$
- Initialize state space $\mathcal{S}$ and available resources $\mathcal{N}$
- Assign tasks to the resources and update Q-table using Algorithm 2

end

Algorithm 2: Epsilon-greedy resource allocation algorithm.

**Data:** $\alpha$: learning rate, $\gamma$: discount factor, $\varepsilon$: a small value, $n$, $\mathcal{N}$

**Result:** A Q-table defining estimated optimal policy $\pi^*$

Initialize $Q(s,a) \leftarrow 0$

for each episode do

- Generate task set $T = \{\tau_1, \ldots, \tau_n\}$
- Initialize state space $\mathcal{S}$ and available resource $\mathcal{N}$
- Assign tasks to the resources and update Q-table using Algorithm 2

end

**Algorithm 2: Epsilon-greedy resource allocation algorithm.**

**Data:** State space $\mathcal{S}$, Q-table, $\alpha$, $\gamma$, $\varepsilon$, $\mathcal{N}$

**Result:** The Q-table

for each $s(\tau_i) \in \mathcal{S}$ do

- $x \leftarrow$ uniform random number between 0 and 1
- if $x < \varepsilon$ then
  - $a \leftarrow$ random action from the action space
- else
  - $a \leftarrow \max Q(s,a')$

end

Take action $a$ and add task $\tau_i$ to the queue of the selected node

Get the start and completion time of task $\tau_i$ on the allocated node using Eqs. (3)-(6)

Calculate immediate reward $\mathcal{R}$ using Eq. (13)

Transfer to the next state $s'$

Update Q-table using Eq. (14)

end
ing Algorithm 2. In this algorithm, for each $s(\tau_i) \in \mathcal{S}$, the agent takes an action based on the epsilon-greedy policy. This means if the random number $\epsilon$ is smaller than $\epsilon$ then a random computing layer and a random node from the layer are selected and task $\tau_i$ is assigned to the node. Otherwise; the agent takes an action with the highest Q-value for the task $\tau_i$, which this decision is based on the prior knowledge in the Q-table. In the next step, the start time and completion time of task $\tau_i$ on the allocated node are calculated according to Eqs. (3)-(6). The immediate reward $R_{\tau_i}^{next\ step}$ is calculated based on the completion time of task $\tau_i$ using Eq. (13) and the system state transfers to new state $s'$. Finally, the agent updates the Q-table values using Eq. (14).

**Data:** $\alpha$: learning rate, $\gamma$ discount factor, $\epsilon$: a small value, $n$, $\mathcal{N}_r$; $\text{Result:}$ A Q-table defining estimated optimal policy $\pi^*$

Initialize $Q(s, a) \leftarrow 0$

for each episode do
    Generate task set $T = \{\tau_1, \ldots, \tau_n\}$
    Sort task set $T$ based on the priority of the tasks.
    Initialize state space $S$ and available resource $\mathcal{N}_r$
    Assign tasks to the resources and update Q-table using Algorithm 2
end

Algorithm 3: PTOQL algorithm.

We also propose the PTOQL algorithm, shown in Algorithm 3, which sorts the tasks based on their priorities and then assigns them to the available resources. In this algorithm, a set of tasks $T$ is generated. Then the tasks set $T$ is sorted based on the priority of tasks in descending order. In the next step, the state space $S$ is initialized by sorted tasks, and the state of available resources $\mathcal{N}_r$ is initialized by resetting the environment. Then, the tasks are assigned to the available resources in the fog-cloud computing continuum and the Q-table is updated using Algorithm 2. The idea behind this algorithm is to assign tasks with higher priority to the available resources before tasks with lower priority to reduce the waiting time for high-priority tasks.

6 PERFORMANCE EVALUATION

For the simulation experiments performed in this work, we implemented the proposed algorithm in Python on a laptop with Intel Core i7 2.3 GHz, 32 GB RAM, and a Windows 10 operating system.

![Figure 2: The reward convergence analysis over changes in $\alpha$.](image2)

We consider a fog-cloud computing continuum providing several heterogeneous fog-cloud nodes in which the total number of nodes in the fog-cloud layer is varied from 30 to 90. The communication bandwidth of the link from IoT devices to fog nodes is assumed to be 1000 Mbps, while the communication bandwidth between IoT devices and cloud nodes are assumed to be 100 Mbps. To ensure the heterogeneity of fog and cloud nodes, the CPU processing capacity of each fog node is assumed to be uniformly distributed in $[3000 - 6000]$ MIPS, while the CPU processing capacity of each cloud node is assumed to be uniformly distributed in $[7000 - 12000]$ MIPS (Fizza et al., 2019). The number of tasks ranges from 100 to 500, and we consider two types of tasks, compute-intensive (type 1) and data-intensive (type 2) tasks. For data-intensive tasks, the computation size, i.e. $cs_i$ is assumed to be in the range of $[100 - 400]$ MI, while for compute-intensive tasks, it is in the range of $[1000 - 4000]$ MI.

![Figure 3: The reward convergence analysis over episodes.](image3)

To choose an appropriate learning rate, i.e. $\alpha$, the convergence of the TOQL algorithm was analyzed with different learning rates in the range $[0.01 - 0.1]$, as shown in Figure 2. According to this experiment, the best learning rate is 0.01 with an average reward of 664. Therefore, $\alpha = 0.01$ was considered in the experiments. Figure 3 shows the reward convergence analysis of the TOQL algorithm. As can be observed, the reward of the algorithm converges after 700 training episodes, and the reward fluctuation decreases significantly after that.

Figure 4 shows the reward convergence analysis
Figure 4: The reward convergence analysis over changes in $\gamma$.

of the TOQL algorithm over changes in the discount factor, i.e., $\gamma$. As can be seen, the best results were observed for $\gamma = 0.9$, as the reward for this value of $\gamma$ fluctuates less than other values, and converges after 50 iterations. In this experiment, the averages of 10 episodes are reported as an iteration.

In the experiments, a variable number of tasks and available nodes was considered and formed into different groups: Group 1 (100 x 30), Group 2 (200 x 45), Group 3 (300 x 60), Group 4 (400 x 75), and Group 5 (500 x 90), in the structure (n x m), where n and m are the number of IoT tasks and available nodes in the fog-cloud computing, respectively. The performance of PTOQL and TOQL are compared to Detour (Misra and Saha, 2019), the First Come First Serve (FCFS), and the Earliest Deadline First (EDF) algorithms.

Figure 5 illustrates the total violation time of the PTOQL, TOQL, Detour, FCFS, and EDF algorithms over changes in the number of tasks. As can be seen, when the number of tasks increases, the total violation time significantly increases for FCFS and EDF algorithms. The PTOQL and TOQL algorithms try to find nodes with minimum violation time by considering the communication time and waiting time of tasks when tasks cannot meet their deadline. Therefore, as the system load increases, their performance is significantly better than other algorithms. Although the TOQL algorithm performs better than the PTOQL algorithm as the system load increases, the performance gap between the PTOQL and TOQL algorithms is not significant.

7 CONCLUSION

This paper formulated the problem of task offloading in the edge-cloud computing continuum as a non-linear mathematical programming model. This model maximizes the number of IoT tasks that meet their deadlines and minimizes the deadline violation time for those tasks that cannot meet their deadline. This paper also proposed two Q-learning algorithms, called TOQL and PTOQL, to solve the formulated problem. The proposed TOQL algorithm considers the priority of tasks, the workload of tasks, and input/output data transmission time to select appropriate nodes from fog-cloud computing layers. Furthermore, it considers the waiting time of tasks as each node can process tasks sequentially. The PTOQL sorts the tasks based on their priorities and then assigns the tasks to available resources like the TOQL algorithm. Experimental evaluation shows that the proposed Q-learning algorithms significantly outper-
form the baseline algorithms in terms of the percentage of tasks that meet their deadlines and in reducing the violation time of tasks when completion time exceeds their deadlines. For future work, we are going to implement the task offloading problem with a deep Q-learning algorithm.

ACKNOWLEDGEMENTS

The work in this paper is supported by the Swedish Governmental Agency for Innovation Systems (VINNOVA) through the PROVIDENT and INTERCONNECT projects and KKS foundation through the projects DPAC and FIESTA.

REFERENCES


