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1 Overview

Our goal is to stream video over a wireless network
by dynamically adapting the size of the stream accord-
ing to the fluctuating available bandwidth in the net-
work.

In this paper we propose an architecture that pro-
vides QoS by dynamically adapting the transmission
rate of nodes to match the currently available band-
width of a wireless network. The architecture prior-
itizes real-time traffic over non real-time traffic when
transmitting packets. The traffic adaptation serves the
purpose of minimizing the network congestion occur-
ring due to high load.

The architecture consists of a bandwidth predictor
that first uses a simple probe-packet technique to pre-
dict the available bandwidth of the network. Then, ex-
ponential averaging is used to predict the future avail-
able bandwidth based on the current measurement and
the history of previous predictions.

This predicted bandwidth is then fed into the traf-
fic shaping part of the architecture, which adjusts the
transmission rate of the node accordingly.

As presented in [4, 2], the basic idea of applying traf-
fic smoothing for network transmission is to smooth a
bursty stream of data into a constant stream of data
by using the leaky bucket algorithm. The rationale is
that by smoothing out bursts the transmission is evenly
spread out over time in order to reduce the probabil-
ity of congestion and collisions on the network. It is
also a way to control the rate of the transmitted traffic
generated by each node.

As motivation for the work in this paper we use the
two application scenarios described below.

The first application is a streaming server capable of
dynamically switching between a small number of dif-
ferently sized versions [5] of the same stream. Synchro-
nization of the streams is based on GOPs, i.e. a switch-
ing between streams always occurs at a GOP start. The
server switches the transmission between these streams

according to the currently available bandwidth pre-
dicted by our method.

The second application is also a streaming server but
it uses a web camera to capture pictures which are then
encoded into a video stream with the possibility to con-
trol the stream size by adjusting a quality parameter
of the encoding. The quality parameter is determined
based on the bandwidth prediction we perform. This
stream is then transmitted onto the network in a way
so that it fits the available bandwidth.

2 Architecture

In this paper we assume all nodes are connected us-
ing the Infrastructure connection, i.e all nodes are con-
nected to an Access Point (AP). Furthermore we as-
sume that there is only one AP in the system, hence no
roaming between different APs can occur even though
nodes are mobile. We assume that nodes are always
within transmission and reception range of the AP.

The basic idea is that each node is assigned a pro-
portional share of the total available bandwidth of the
wireless network and each node stays within its limit.
Here we assume that when the available bandwidth
fluctuates, the proportional share of each node also
fluctuates. We consider the node containing a stream-
ing server most important, and therefore we assign it a
larger share of the available bandwidth than the other
nodes. Note that, because of the previously mentioned
fluctuation of available bandwidth, the assigned share
for each node will also fluctuate over time. This implies
that the traffic generated by a node must be dynam-
ically adapted to conform to the currently available
bandwidth share for that node.

On each node the bandwidth assigned to that node
is shared between real-time and non real-time traffic.
Because we consider the video stream to be real-time,
we assign a higher share of the allocated bandwidth to
real-time traffic in order to prioritize the transmission
of the video stream.



An overview of the architecture is presented in figure
1.
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Figure 1. Architecture of bandwidth predic-
tion and traffic shaping

In order to properly adjust the transmission rate,
the first part of our architecture, the bandwidth predic-
tor, predicts the future bandwidth based on the current
available bandwidth and previous bandwidth predic-
tions.

The bandwidth prediction is then fed into the second
part of our architecture, the traffic shaper. It shapes
the traffic according to the available network band-
width. By separating the handling of real-time and
non real-time traffic by using two token buckets (see
Figure 1), we prioritize real-time traffic by giving it a
larger share of the bandwidth assigned to the node.

Available bandwidth is predicted between one sender
and one receiver, i.e if there are multiple receivers,
available bandwidth must be predicted for each, be-
cause the results can be different depending of the fluc-
tuations of the wireless network. In this paper we as-
sume that each sender has only one receiver present.

3 Bandwidth Prediction

Our bandwidth prediction uses a well known packet-
pair probing technique detailed in [3], which is a way to
determine the end-to-end characteristics of a network
path mainly for Internet, which we apply to wireless
networks. The network state can be determined by
measuring the time delay of the probe packets.

In order to dynamically react to the varying band-
width of the network, we have to periodically repeat
the bandwidth prediction. Here, we repeat the prob-
ing and prediction with a period of 1 second.

In packet pair probing, the sender transmits two
probe packets (of identical length), back to back, to
a receiver. The receiver measures the delay between
the probe packets and returns this information to the

sender. This delay gives an indication of the current
network load, a high delay indicates a high network
load and vice versa. Formula 1 shows our simple cal-
culation for the measured bandwidth.

BWT = L/Ar (1)

Where BWT is the resulting bandwidth, L is the
probe packet length, and Ar is the measured delay
between the probe packets (75> — T1).

In order to predict the future available bandwidth
we use exponential averaging, which is a technique used
to examine and average a sequence values along a time
series which enables us to make a prediction based
on previous predictions as well as the current network
load.

Formula 2 shows how we predict the bandwidth:

P, =aBWT; + (1 - Oz)Pk_l (2)

Where Py is the future prediction, Pj_; is the previ-
ous prediction, BWT}, is the current bandwidth mea-
surement, and « is a constant used to determine how
important the history vs. the current measurement is
in the prediction.

We implemented the bandwidth predictor as a user
level program running on Linux running the 2.6 kernel.
The program uses the libpcap [6] library to transmit
and receive the probe packets directly to the network
card (bypassing the higher layers). On the sender side,
the program transmits the two probe packets back to
back and then waits for a return packet containing the
time difference measured at the receiver. The receiver
waits for the two probe packets, takes time stamps
when they arrive, and finally calculates the difference
which is then transmitted back to the sender.

4 Traffic Shaping

The Traffic Shaper shapes the outbound traffic ac-
cording to the portion of available bandwidth assigned
to the node. It also prioritizes real-time over non real-
time traffic for transmission.

Since we want to shape the outgoing traffic at a bit
level we insert the traffic shaper as close to the network
card as possible. At this position all outbound packets
can be caught and queues before being processed by
the traffic shaping mechanism.

The traffic shaper takes the predicted bandwidth as
an input parameter and adjusts it’s output rate accord-
ingly. It also ensures that a node does not use more
bandwidth than its allowed share. Figure 1 shows that



the traffic shaper architecture actually contains two
Token Buckets (TB), one for real-time and the other
for non real-time traffic. Then we prioritize real-time
packet transmissions by assigning a higher rate to the
real-time TB .

We implemented the traffic shaper using the QoS
features built into the Linux 2.6 kernel. The shaper
architecture uses the hierarchical token bucket (HTB)
and consists of a w32 filter and two HTBs (real-time
and non real-time) as shown in the traffic shaping part
of figure 1.

The u32 filter allows us to distinguish between real-
time and non real-time packets and send them to the
corresponding HTB. When using HTBs a maximum
transmission rate is set for the whole architecture (both
HTBs). Transmissions rates are also set for both of
the HTBs (with the sum equal to the maximum rate).
The HTB implementation in the Linux kernel allows
bandwidth unused by an HTB to be lent to another
HTB, allowing for effective use of the bandwidth.

5 Status and Ongoing Work

We have implemented the architecture described
above and currently we focus mainly on bandwidth
prediction. First results from our implementation are
encouraging.

We are currently investigating how to further en-
hance our bandwidth prediction by looking at more
network parameters to be used as input [1].

Furthermore, we are investigating stability issues
and the control aspect of the stream adaptation and
the fluctuations of bandwidth on wireless networks.
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