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Abstract

In the Internet today, end-user applications cannot gethatih guarantees
from the network. Instead, bandwidth measures, such aRbleabandwidth
and link capacity, must be measured whereafter the apiplicaan adapt its
send rate to the bandwidth measurement estimate. An exappleation
that rely on bandwidth measurements is TV transmissionaitinee over the
Internet.

To measure the available bandwidth between two nodes in gauat@mnet-
work, such as the Internet, active measurement methodseade These meth-
ods do not require prior knowledge about the network topplpasurement
data, divided intgorobe packetsis injected into the network with an initial
packet separation. The packets are time stamped on theeesale. By
deploying analysis methods the available bandwidth arlddapacity can be
calculated using the initial separation and the time stamspaput.

The work presented in this licentiate thesis studies badivwheasurement
methods with two foci: aphow can the interactions between probe packets and
other traffic in the network be described®d b)how do existing measurement
methods, designed for wired networks, behave in wirelesgonkes?

A framework has been developed to describe the interadbietrgeen probe
packets and other network traffic packets. This framewask describes the
differences between using the statistical mean and mediarator on time
stamps in an analysis.

A simplified version of the TOPP measurement method, calliedTopp,
has been developed and implemented. DietTopp is evaluatedanpared to
other bandwidth measurement tools in both wired and wisedesnarios.

Results obtained from measurements in wireless 802.11tonet show
important differences compared to measurement resultsraat from wired
networks. The origins to some of the observed differenaeexplained whereas
some are left to future research.
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Chapter 1

Introduction

1.1 Background and motivation

Internet has gained more and more popularity since the n8@'¢@nd is now
an integrated part of our society. A large range of broadimodiders and
the development of new and more efficient Internet appbecatincrease the
possibilities to watch movies and TV, use IP-telephony amates files over
the Internet. These applications create a need for largerissions of data
at high bit rates, which in turn consume network bandwidtinc& several
users must share the common bandwidth capacity on the &ti¢nere will be
locations in the network where the demand is higher than dipadty. This
causes network congestion and has negative impact, froostregerspective,
on the data transmission rate and quality.

The major part of the Internet is designed to forward dath wifual prior-
ity, independent on the data source and destination. Hémers is no trivial
technigque to guarantee a specific transmission rate betiweerample an In-
ternet TV station and its viewers. In Figure 1.1, differesérs want to watch
Internet TV, provided by the IP TV-Station. The video stre@nuser 1 can be
controlled, since that user is located within the TV statiown network. How-
ever, user 2 and user 3 are located on an other end (a diffezemork) of the
Internet. Guarantees of transmission rate and quality oahexmade since the
IP TV-station only has control of its own network. Also, uggprobably has a
high speed connection while user 3 only has a slow 3G wirelessection to
the Internet. The video quality and transmission rate mesth be adapted to
suit the needs for each user.
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1I. phone

Network controlled

Figure 1.1:

If no guarantees of the transmission rate can be made by gdataler
(such as the IP TV-station in Figure 1.1) it is desirable téeast be able to
measure the current maximum transmission rate, callecvhdable band-
width, and hopefully also be able to make future predictions. @afeer, the
data provider can adapt both the amount of data to be senharichhsmission
rate (e.g. a lower video quality requires less data to bestrdited per second).

Another scenario where it is important to measure the availaandwidth
is when an Internet user wants to verify service level ageramfor their
broadband Internet access subscription. That is, “Do |,@astmer, get what
| pay for from my service provider?”

The thesis discusses the problems of network measurenesmscially
how to measure the available bandwidth between two endsosehe Internet.
The measurement problem is also studied in wireless topdpyVvhat is the
difference between available bandwidth measurements@tdwietworks (such
as the Internet) and in wireless networks?

This thesis is divided into two parts. The first part of thesikds orga-
nized as follows: Chapter 1 continues with an introductioriR networks,
which are the foundation of the Internet. Thereafter thediadth estimation
research area is introduced. Measurement techniquesrtampalefinitions,
measurement problems, testing and verification are isfia¢ate discussed.
The specific research questions addressed, the researcbdneted and the
contributions are then described. Chapter 2 describes selated work and
chapter 3 is a summary of the papers included in the thesisoRaends with
conclusions and future work.

The second part of the thesis contains four research papemse of them
have been presented at conferences and the fourth is sedfaittpublication.
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1.2 IP networks

This section gives a brief introduction to the underlyingncepts of IP net-
works. A deeper introduction can be found in any text bookamguter com-
munications (e.g. [1]).

An IP network is essentially built up by end-hosts (such p®las), servers
(e.g. web-hosts) and routers (forward information from arse to a destina-
tion). In between these entities there are a set of connelitiks that operate
at different bit rates. An example of a simple network issthated in Fig-
ure 1.2. It contains two end-hosts (S and R), four routers-(R4) and four
subnetworks (network A - D).

D

R (R

?

2R, (2R

R1

2
&/’
3

Figure 1.2: An example network with a sender S and a receiv8riRdirectly
connected to network B. The receiver R is connected both ttwark D and
router R4.

All data that is sent from a sender to a receiver on the Intésrencapsu-
lated into packets. The concept of encapsulating data iasita that of a post
card. Each packet contains a sender and a receiver addussh@information
that is to be transmitted. However, in the Internet the esalion process is
done in several steps, where each step adds an additiorketgeeader, with
information about the transmission between the sendertenceteiver, to the
existing packet (see Figure 1.3).

The first step is to add a transport header to the applicatite this step
is referred to as the transport layer. The transport layetains among other
things information so that the communicating processet@esaurce and des-
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Data Application layer

i1

TCP/UDP Dt Transport layer

header
£ b- H

IP | TCP/UDP Network layer

header | header BT
Lb H

Link 1P |TCP/UDP oo Link|  Physical layer
start | header | header end

Figure 1.3: Application data is encapsulated in severalssé the sender side
(arrows going down). On the receiver side the process isggaithe reverse
order (arrows going up).

tination computer can be determined. Other propertiesetridnsport layer
are described in more detail below.

Next, an IP header is added to the packet. This corresporilds twetwork
layer. The IP header contains information about the sourdelze destination
hosts, that is so the data can be correctly routed throughetveork. The bot-
tom layer, the link layer, adds a link header. This headetains information
on how to send the packet on an actual physical link betweercownputers.
Depending on the link characteristics the link layer head@rvary.

When an IP packet traverses a network, from S to R in Figurethe?
packet will encounter several routers in the path. A roweax machine that
examines the destination address of the IP packet and thearfis the packet
to the next router, one hop closer to the destination. Thispgated until the
IP packet has traversed the path all the way to R.

A router, see Figure 1.4, is built up by several componentarming links,
the input queue, the switching fabric, output queues andaing links. A
router has at least two link interfaces, one for incomingkeés and one for
outgoing packets.

Packets from different links can reach the router at the gamee In such
cases packets are enqueued in the input queue. A common qoetge disci-
pline (which we also assume in our research) is the firstrgt-fiut discipline
(FIFO). Thatis, a queued packet P must wait for all packeftoint of it before
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Schematic router

Thcomming Outgoing \ink>
ink 1 FIFO Queue 1
FIFO Queue Switching fabric
Incomming Outgoing link
link 2. FIFO Queue 2 4

Figure 1.4: A schematic picture of a router. Packets fronessvincoming
links are queued in a single FIFO queue. In the switchingdahe destination
is decided. Thereafter the packet is put in the correct FIGpu queue.

P can be forwarded to the outgoing queue and thereafter toutgeing link.
The process of queue build up is called congestion. In thesed case the
queue will get full, then the next incoming packet is dropp@dsome other
packet - it depends on the drop policy).

The switching fabric (see Figure 1.4) is often a piece of ivare that uses
a so called routing table to forward an IP packet to the cowatgoing link
(i.e. to the next router in the path between the sender antetiedver). The
switching fabric uses address information inside the IRIBeto determine the
correct outgoing link.

The routing tables are either static (i.e. hardcoded by &te/ork admin-
istrator) or dynamic (i.e. changes frequently dependintherstate of the net-
work). Static routing tables are often used in small netwavkere the network
topology does not change. An example of such a protocol iRkthding In-
formation Protocol (RIP). Dynamic routing protocols aredisvhen the router
administrator can not control the entire network, that & nietwork topology
changes over time. Dynamic routing protocols exchangetimition on open
and closed links and thus keep un updated view of the netwWidri two major
routing protocols for the core Internet is the Open ShoRash First (OSPF)
and the Border Gateway Protocol (BGP).

Since a router can drop IP packets when a router queue gkta &dnder
can not get guarantees that a packet will get through fronséimeler to the
receiver. Such networks are called best-effort networke ffetwork does its
best to forward each packet, but can not promise anythinlly at a

Due to the best-effort service, the end-hosts must deal pattket loss
themselves. This is done by retransmission of lost pacRéts.IP layer does
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not provide retransmission mechanisms, instead a set mégoat protocols
have been developed (the transport layer in Figure 1.3). delyiused trans-
port protocol is TCP which creates a connection betweenéhdes and the
receiver. TCP deals with packet loss, corrupt packets,gtaalut of order and
so on. Further, TCP tries to be network friendly: it tries tmbverflow the
router queues nor the receiver buffer.

UDP is another common Internet transport protocol. UDP @mtywides
an interface between the network layer and the correct usipeocess on
the sending and receiving computer. That is, UDP does neiged CP-like
features such as retransmission of packets and packet§ anate.

1.3 Research area

Having an overall understanding of the IP networks we now awr attention
towards measurements in such networks. A high level dagmmipf how to
measure available bandwidth and link capacity is givenig $ection.

There are two common types of measurement methods: passhactve
methods. Both methods are presented in this section alththegemphasis
is on active measurements. Definitions of both link capaaitg available
bandwidth are made. Further, the difficulties of network sseeaments are
discussed. The section ends with a survey of methods tonaariive measure-
ment results.

1.3.1 Network measurements

A vast variety of applications can benefit from estimatesgivy either passive
or active measurement methods. In this section a brief ggar of passive

methods is given, followed by a more in-depth descriptioaaifve measure-
ment methods.

Passive measurements

To measure network characteristics, such as the availasdviidth, the use

of passive measurememiethods is a possible strategy. Passive measurement

methods and tools acts as observers inside a network antiijubes will not
interfere with other traffic. These methods most often adspire control and
administrative privileges of the underlying network irdfraicture (i.e. access
to routers and servers in the network).
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MRTG [2] is an example of a passive measurement tool. It tspie
traffic load (in bits per second) on outgoing and incomindsitto a router.
When the actual load of a link is measured, the available watill is easily
calculated if the link capacity of the measured link is known

A simplified example of the use of MRTG information could be thllow-
ing. Assume that S is doing a large data transfer to R, in EidL2. In router
R3, there is a passive measurement tool that monitors tffie iad (such as
MRTG) on the link between R3 and R4, but also on the link betwR8 and
Network D. Depending on the outcome (i.e. the traffic loadsusrthe link
capacity), router R3 can decide to route the traffic througloRNetwork D to
the destination R.

Another example of a passive measurement tool is the IPMGBY|[3].
It is, among other things, able to collect packet traces atrs¢ points in the
network. A packet trace gives a more detailed picture, coatpto the traffic
load given by MRTG, of what happens on the monitored links.e packet
traces are then used in analysis of traffic behavior. UsilgOR it is possible
to study packet size distributions, the protocol type thstion (e.g. mail, http)
et cetera.

Passive measurement methods are powerful in its contebdabutypically
not be used by others than those with network administrateitgriges. Fur-
thermore, passive methods do not give full knowledge abdatt\Wwappens on
an end-to-end path, between two end-users. Instead, tretheds give a snap-
shot of the network status at a given time and link inside #tevark. Therefore
another discipline of measurements has been developéde artasurements.
These methods are described below.

Active measurements

Instead of using passive observers to measure networkatbestics as de-
scribed above we can depl@gtive measurementaethods. Such methods
inject so called probe traffic into the network at a traffic @@uand measure
the network’s influence at a probe traffic receiver. Henciy@etneasurement
methods affect the network traffic itself, contrary to thegeae measurement
method family. Observe that active measurement methogsne®d access to
two hosts, one traffic source and one traffic receiver. Sudchades are called
end-to-end measurement methods.
An example of an active measurement is the following. Asstima¢ S

in Figure 1.2 wants to know the average packet loss rate leetBeand R. If
passive measurement methods are used there is a need foseveral passive
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observers inside the network core. This requires contrdl administrative
privileges on the network path between S and R. In an activesorement S
insteadprobesthe network path between S and R by injecting a sqirobe

packetsinto the network (this is the active part of the measuremenhese
packets traverse the network all the way to R where the paeiketcollected
(at least the packets that were not lost). Note that neithesrR knows the
exact route through the network. That is, the packets tsavablack box that
you cannot study directly. When all packets have been deliclby R, a ratio
describing the number of probe packets lost is sent back Tth&s, S has a
snapshot describing the loss rate on the path between S and R.

Probing is the basic element of all active measurement rdethiocluding
measurements to gain information about link capacity aadae bandwidth
of a network path. There exist a variety of probing scheme$owg two basic
probing schemes are described: the packet-pair and thefsmakn probing
schemes.

Probing schemes for bandwidth measurements

To estimate end-to-end available bandwidth or link cagdmjtactive measure-
ments the first step is to probe the network path. This is dgrigjécting a set
of probe packets with a pre-defined separatiodiepersion The dispersion
is inversely proportional to thprobe rate(measured in bits per second). A
smaller dispersion between probe packets is equivalenhigheer probe rate.
When the probe packets traverse the network, the pre-dedispdrsion may
change. This is due to competing network traffic or to the sied@ottleneck
spacing effecf4].

The most basic probing scheme is to divide the probe paakptsiis, each
pair has a pre-defined dispersion that corresponds to thee pede [5] [6] [7]
[8][9] [10] [11]. Each pair is sent through the network to tteeeiver where
the packets are time stamped (usually at the applicati@r)ayhe arrival-time
stamps are used when the actual bandwidth estimate is atddul

Instead of using pairs of probe packets many methodsrases of probe
packets [9][10][12][13][14]. The dispersion between thele packets in-
side the train can for example be equal or exponentiallyeesing. There is
a fundamental difference between using packet-pair anklgpdiain probing
schemes. In packet-train probing schemes several prolketpdelays may be
dependent on each other, which is not the case in packepyudiing schemes
[15].

Having the arrival times of the probe packets, an analysivesgperformed
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using the arrival times as input to obtain the estimate.

Analysis of active measurements

The analysis of results obtained from active measuremgpisally involves
statistical operations on the dispersion values. To getlea of how an anal-
ysis is performed, a simplified version of Pathload [12] isadied since that
algorithm is intuitive. A more in-depth description of piog analysis is given
in Chapter 2.

A sender S is probing the path between S and R in Figure 1.3 ediner
a packet-pair or a packet-train probing scheme. An initigpersiond; (i.e.
probe rate) is decided and thereafter the probe packetg@atdad into the
network. The initial dispersiod; may change on the path between S and R.
The, by utilizing the statistical mean operator on the nxdispersion values
system noise is filtered out. The analysis idea is the fotiowi

1. if the received dispersion mean is equadfahe probe rate is below the
available bandwidth

2. if the received dispersion mean is greater tiathe probe rate is above
the available bandwidth

By sending probe pairs or probe trains at different probesréte. using
different dispersion between probe packets) the availablewidth can be
determined by binary search.

1.3.2 Link capacity and available bandwidth

To be able to develop a deeper understanding of the modelsaliddin the
area of bandwidth measurements, a strict definition of alolglbandwidth is
needed. The following definition of link capacity and avaiabandwidth is
taken from [16].

The capacityC of a single link (between two routers) is defined as the
maximum IP layer transfer rate. When data is encapsulatedihpackets,
overhead is induced. That is, the maximum IP layer transfes is lower
than the actual raw link transfer rate. From an applicatioimipof view, the
maximum IP layer transfer rate is more interesting than tttaa raw link
transfer rate since applications can not send data withetatehcapsulation.
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The end-to-end link capacity, having H successive links, is defined as
the minimum capacity between the two nodes. That is,

C = min C;
i=1..H

whereC; is the capacity of link.

The intuitive definition of the available bandwidth is theused portion
of the link capacity. However, this definition needs to benediinto a more
strict definition. The definition from [16] builds on the olpgation that the
transmission of bits (a bit is either O or 1) on a link is a didemprocess. Either
the link is busy sending a bit or the link is idle. The averatiization of a link
can be described as

1 t2
u(ts ) = / d(z)dz
ty

ty —ty

whered(z) is either 0 or 1 at a given time. That is, the utilization of a link
depends on the time interval.

The available bandwidth of a single link is definedfs= (1 — u;) * C;.
Further, the end-to-end available bandwidth of a path d¢oimig. H links is
defined as the minimum available bandwidth:

A= min A;
i=1..H

whereA; is the available bandwidth on link

The utilization of a link depends on tregoss traffic Cross traffic is the
regular traffic that flows through the network (i.e. all traffut the probe traffic
used in the measurement). Many parameters control the wedfis behavior,
some described below:

e Intensity distributionThe dispersion between cross-traffic packets can
be approximated by a probability function, such as rectiargivery
smooth), poisson or pareto (very bursty). Depending on thesetraffic
source the intensity distribution may vary.

e Packet size distributioBepending on the cross-traffic source the size of
the packets will vary. For example, a transfer of a large filesularge
packets while a voice over IP application uses small packets

¢ Flow lengthThe cross-traffic flow between a specific sender and a re-
ceiver may vary from short web traffic flows (measured in sdspuip
to long flows corresponding to a file download (measured in$jou
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e AggregationThe cross-traffic on links within the core network is built
up of several cross-traffic flows. A higher number of crossfitr flows
gives a higher degree of aggregation. Usually a high dedraggrega-
tion gives a more smooth overall cross-traffic intensityrdistion.

There as been many attempts to describe cross traffic beh@vip in
[17]). Such studies are most often done using passive measmts. The
cross-traffic behavior changes over time, e.g., when nelcapipns enter the
market. Itis important to understand the cross-traffic betravhen simulating
cross traffic in network simulators and testbeds, disculsetmiv.

1.3.3 Problems

One of the inherent complications in bandwidth measuremes®arch is that
the available bandwidth varies over time. This is a consega®f the vari-
ability of the cross traffic over time. In Figures 1.5 and 1vp examples are
shown. In Figure 1.5, the cross-traffic load (y-axis) is @dtwith a resolution
of 5 minutes (x-axis) while in Figure 1.6 the resolution isrBhutes (x-axis).
The shaded area corresponds to the traffic load on one ogttyolkwhile the
line corresponds to the traffic load on one incoming link. &kailable band-
width on each link is the link capacity minus the cross-tedffiad.

6.8 M

5.1 M

3.4 M

1.7 H

Eitz per Second

0.0 M

8 1 12 14 16 18 20 22 0 2 4 & & 10 12 14

Figure 1.5: MRTG day trace. 5 minute intervals.

Assume that the available bandwidth is estimated. A fastsomement
method can, for example, measure the available bandwidihgithe large
cross-traffic load peek at 15.5 (x-axis) in Figure 1.5. Thils gie a very low
estimate of the available bandwidth. That value is not regmtative over other,
longer time scales. Another method that probes a path darlogger period
of time will get a higher estimate of the available bandwidtlowever, in this
case the cross-traffic peaks are invisible. Depending oaphgcation that will
use the available bandwidth estimates, different appegoiust be taken.
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0.4 n

Bitz per Second

Man Tue Wed Thu Fri Sat Sun Man Tue

Figure 1.6: MRTG week trace. 30 minute intervals.

1.3.4 Testing and verification

It is important to be able to verify the bandwidth estimatbtamed by both
new and old measurement method. Three different techniggessfor method
testing and verification are discussed. Testing and vetiificédy network sim-
ulations, by testbed measurements and by real network mezasnts. Each
method is described and discussed below.

Network simulations

Network simulators (such as NS-2 [18]) are software thautabe computer
networks. In such an environment, all parameters are knoance are very
well suited for testing and verification of available bandtki measurement
methods. Network topologies that are otherwise inacckessilbesearchers can
be simulated. In these environments a model of the measatanethod can
probe a simulated path and analyze the results to form a bdtidestimate.
Verification is simple, since the link capacity and avaibhndwidth are input
parameters to the simulator. Cross-traffic is usually geteereither by a cross-
traffic generator or by traffic traces (a packet log colledteth a real network).

The disadvantage of network simulations is that a simufaitoa model
that tries to represent the real world; in this case the sitiar represents a
computer network with its software and hardware. To createodel of a
computer network many simplifications have to be made, htérere may be
a gap between results obtained from network simulationgesults obtained
from real networks, especially if the scenario or the modetscomplex.

Furthermore, it can be difficult to make realistic scenarias one exam-
ple, it is a known fact in the research community that it ischiar configure a
realistic cross-traffic mix.
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Testbed measurements

Testing and verification in testbed networks is a step tosvgesting and veri-
fication in real networks. In testbed networks an opporyutaitrun real soft-

ware that implements the bandwidth measurement methodeés git is on the

other hand expensive to create large network topologietesitibed measure-
ments the network topology, cross-traffic load and distidsuet cetera can
be controlled. Cross traffic is usually generated by croaf§i¢c generators or
by traffic traces. The problem of creating realistic crassfic mixes is the

same as in network simulations. Due to the control of allalzlgs in testbed
scenarios verification is simple.

Real network measurements

Usually, the developers of a new measurement methods wanhttests in a
real network, such as the Internet. In large real netwoiksiard to control the
topology or the cross traffic. However, verification is spiissible using pas-
sive measurements described in Section 1.3.1. For exaosgitey MRTG [2]
the current traffic load can be obtained on selected linksnaenal-to-end path
(see Figures 1.5 and 1.6, both produced by MRTG). The craffs&zload and
the link capacity give the actual available bandwidth dgitive measurement.
That is, we can verify the estimate produced.

The problem with passive measurements in real networkséswfse the
fact that most people do not have access to informationateliein the core
network. Another problem is that not all routers collecfficdoad data to be
presented in MRTG.

1.4 Ourresearch

This section describes the research problems in the scotigsathesis, the
research method and the contributions.

1.4.1 Research problems

Bandwidth estimation research has been in focus for quiteesime and the
area is starting to mature. However, there still exist savesearch problems
that are unsolved or needs to be addressed more carefulthelthesis the
focus is on two important research problems. These areibdeddrelow:



18

Chapter 1. Introduction

It is important to understand the process when cross trafiicpaobe
traffic interacts on a network path. This has to be studiedh lfram
the perspective of the probing method and from the persmeofithe
cross-traffic. How does the cross-traffic affect probe waifid how is
cross-traffic affected by probe traffic?

Bandwidth measurements in wired networks, such as thenettehas
gained quite a lot of attention. When new network techn@sgtarts to
appear and are adopted (such as 802.11, ad-hoc networks, GER
it is important to investigate whether current bandwidthasweement
methods are applicable in these new settings, with or withmdifica-
tion.

Other equally important research problems that need fugtiention are
described in a set of bullets belbw

Evaluation and comparison of existing bandwidth measun¢toels. Is
there a need for benchmarks to compare tools and methodssagatch
other?

There is a need to lower the amount of probe traffic send betapeobe
sender and a probe receiver but still keep the accuracy ahteesure-
ment method. This is due to the fact that probe traffic afféotiotraffic
flows in the network, often negatively.

Create stronger links between bandwidth estimation and reG@arch.

Continuous measurements of the available bandwidth ofiaanktpath:
instead of measuring once and then use that estimate in dicatjmm
there is a need for continuous measurements over large gniedg.

Coordination of several end-to-end measurements betweredt end-
nodes in order to depict the current status of an entire métwo

Incorporation of bandwidth measurement research resulisreal ap-
plications. What are the applications that can benefit fregults in the
bandwidth measurement research area? What new problemesdric-
tions have to be considered in the specific case?

Methods for bandwidth prediction.

lthese research problems were discussed at the Bandwidthaish Workshop held in San
Diego, 2004.
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1.4.2 Research method

This section describes the research method used to go feneskearch prob-
lems above to the contributions described below.

The dominating research method in the computer sciencediseassed
in this thesis is experimental. That is, the study of causkeffect. A set
of hypotheses describing a system or a phenomenon are tstamhducting
experiments. Thereafter conclusions are drawn which imwill lead to new
hypotheses.

In the thesis the interaction between cross-traffic andetodific packets
is studied. Further, the thesis presents an evaluationotg tmnd methods for
estimating end-to-end available bandwidth and link cagaeinew scenarios.
These two research problems correspond to two branches ekiferimental
science. The first branch, to study packet interaction isenmorless funda-
mental science while the study and evaluation of tools arttious are applied
experimental research. Both branches will hopefully leaddw and better
methods and tools.

Independent of the branch of experimental research melbgglour pri-
mary task is to isolate the effect of single variables. Thparnant variables
in bandwidth estimation can be divided into two categor@sstem variables
and method variables. A system variable is a variable tHat@the network
in-between a probe sender and a probe receiver. Such \exiai# for exam-
ple cross-traffic load and distribution on each link betwtensender and the
receiver, router queues and policies. A method variablevarible that is
tightly bound to the actual method. Examples are the probshgme, the total
number of bits to be transferred, the analysis method etaeBepending on
the verification method (described in 1.3.4), a subset afdhariables can be
fixed and controlled.

To obtain validity there is a need for verification of the esipents. De-
pending on the verification method (described in sectiom)\8e can achieve
everything from low to high validity.

Another aspect of experimental research methodology ieir@ducibility
of the study. By conducting experiments in network simolagiand in testbeds
and then documenting all parameters the experiments cappsated with
similar results. Experiments in real networks, such asnterhet, are harder to
reproduce, however such measurements can be verified @thdelsin 1.3.4).



20 Chapter 1. Introduction

1.4.3 Contributions

This section presents the main contribution of the thesise results are di-
vided into four papers, each individual paper is presentela second part of
the thesis. A summary of the papers can be found in Chapter 3.

e Packet interaction frameworkA framework has been developed that
describes, at the discrete packet level, how probe-paeiestand cross-
traffic packets interact with each other when traversingtevork path.
Using this framework the differences between using the nasahthe
median operator on dispersion values obtained from actigbipg is
discussed.

¢ DietTopp: Within the scope of the thesis DietTopp has been developed
and implemented. DietTopp is a bandwidth estimation toal ih based
on a modification of the previously not implemented TOPP méth

e Combination of ad-hoc networks and bandwidth estimatibime thesis
illustrate and discuss four research problems associatbdive combi-
nation of active bandwidth measurements and ad-hoc nesveakiable
measured link capacity, moving nodes, loss rate and timgaon

¢ Wireless measurementd/e show that both the measured link capacity
and the available bandwidth decrease with decreasing jpadtiest size.
Further, we show show that both the measured link capacitythe
available bandwidth decrease with increasing cross-¢redte.



Chapter 2

Related work

2.1 Introduction

Much work has been done in the bandwidth estimation areagltiie recent
years. In this section the emphasis is on state-of-theaartiWwidth measure-
ment tools, measurements in wireless networks and apiplisadf bandwidth
estimation. A short review of the more theoretic literatisrgiven below.

Many studies of the underlying theories for probe packetrandtions with
routers, queues and cross traffic have been developed. ndBcussion of
how the packet size affects the estimation of link capaaitgnade. Further-
more, they describe a model for probe packet delay variatibhis model
formalizes the packet-pair method concept.

In [9][19], theories and a discussions of link capacity meements are
given. What are the problems with variable packet size mlidescribed
in subsection 2.2.1) and what are the alternatives? Thi& @&is0 describes
Pathrate, a tool for measuring the end-to-end minimum lapkacity. Further,
[10][20] gives theoretical discussions about what pagat-techniqgues mea-
sure, in the context of available bandwidth. This work alseatibes the avail-
able bandwidth estimation tool Pathload. In [16], commoaunderstandings
when designing bandwidth estimation tools are discussed.

Discussions about packet-pair methods have also been mgd#]j13],
which also describe the TOPP algorithm.

The problem of obtaining accurate time stamps for probe gtadias been
discussed in [21]. This is a very important problem, esplgciia high speed
networks, since all analysis methods rely on accurate ttarass.

21
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2.2 Bandwidth measurement tools

A large number of bandwidth measurement tools have beeriapmet since
Keshav's first attempt to measure the available bandwidtthis section a de-
scription of the two main available bandwidth estimatiotegaries are given
along with a few examples. The main available bandwidthresion cate-
gories argpacket rate methodsndpacket gap methodgotation used in e.g.
[22]).*

Also, a brief introduction to link capacity estimation izvgh. These meth-
ods either estimate the minimum link capacity of an endftd-path, or the
capacity of each hop. Here the emphasis is on a descriptiarhop-by-hop
method.

It should be noted that a comparison of the method and toébpeance
is left out, since such a work is a study of its own. In [23], preblems of
comparing bandwidth measurement tools is discussed.

2.2.1 Packet rate methods

The basis of the packet rate methods is so called self-imbcaegestion. The
idea is the following: inject a set of probe packets (e.g. airgor in trains)
with a predefined initial probe rate into a network. If thetiadiprobe rate is
higher than the available bandwidth, the probe packetsheilqueued after
each other at the bottleneck and thus cause congestion.cinassuase, the
mean dispersion between the probe packets will increasehvidequivalent
to a decrease in the received probe rate. However, if thialipitobe rate is
equal to the received probe rate it is assumed that the Eadldenhot have to
queue and thus the end-to-end path is not congested. Thia¢ imitial probe
rate is less than the available bandwidth.

There exist several tools that exploit this phenomenor) siscBart [24],
Pathchirp [14], Pathload [12] and TOPP [11]. To illustraéeket rate methods
a deeper introduction to Pathload and Pathchirp is giveovbeh description
of TOPP can be found in part two of this thesis.

Pathload

Pathload is an implementation of the Self-Loading Peri&tieams (SLoPS)
methodology [12][20]. Using this methodology the end-tatavailable band-
width is measured. The basic idea of SLoPS is explained below

1These categories are called iterative probing and diretiipg, respectively, in [16].
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A sender transmits a packet train with a pre-defined proledoat receiver.
The sender time stamps the send time while the receiver tengps the probe
packet reception. The time stamp difference, defined astieeway delay
(OWD) is calculated for each packd®d(, D-, ..., D).

If the initial rate is higher than the available bandwidthe router queue
will grow when additional probe packets in the train are nesgto the router.
Due to this fact, the OWD values will have an increasing trérel Dy >
Dg_1 > ... > D;). When the initial probe rate is less than the available
bandwidth, the router queues will not grow due to the in@cf the probe
train. Hence, the OWD will be more or less stable. StatistEsts are used to
determine whether the OWD values are stable or increasing.

By sending probe trains at different pre-defined probe ralesavailable
bandwidth is found by binary search. If the initial probeereduses an increas-
ing OWD trend the probe rate is above the available bandwititie probe-
train rate for the next train is decreased. On the other hétite probe train
does not cause an increasing OWD trend, the initial proleeisdess than the
available bandwidth. In this case the probe rate is incoka$his process is
iterated until a satisfactory accuracy of the availabledvédth is obtained.

Pathchirp

Queuing delay

(@]
(@]
(@]
@]
&

Packet send time
Excursion 1 Excursion 2

Figure 2.1: Packet sending time versus queuing delay bycRiath

Pathchirp is another tool that measures the end-to-enthbl@abandwidth
and exploits the packet rate method. Instead of sendingeppabket trains
it sendschirps of probe packets. A chirp is essentially a packet train, but
the dispersion between the probe packets are exponerdethgasingd, =
Ty",dmn — 1) = Tyln —1),...,d2) = To?,di = T~', whered; is the
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dispersion and” and~ are constants. By using chirps the end-to-end path is
probed at different initial probe rates using just one train

In the analysis the probe packet sending time is comparduktgueuing
delay that arises when the initial probe rate is above thiéadba bandwidth.
The queuing delay is derived from comparing probe packed s&wl receive
times. In Figure 2.1 an example plot is shown, describingnieasurement
result obtained from one chirp. When the queuing delay is,zétre probe
packets were transmitted without queuing. During the esions, shown in
the figure, the cross traffic is more intensive and hence sagseuing. The
first few excursions go back to zero because the cross traffiwisty (i.e.
sometimes the cross traffic is absent during a chirp). THeele=ursion in the
figure does not return to zero. This is when the send probehesteexceeded
the bottleneck link capacity.

By analyzing the excursions from many chirps, Pathchirpbig 0 form
an estimate of the end-to-end available bandwidth.

2.2.2 Packet gap methods

When using packet gap models the network topology must be/kiie some
extent, usually the bottleneck link (i.e. the link that detes the available
bandwidth) must be known. Further, there can only be ondeneitk link

between the probe sender and the probe receiver.

Packet gap methods solve the following equation:

C
Azcbz—Ri(R—bl—l)

(o]

whereCy, is the link capacity of the bottleneck link (that is knowd;
is the initial probe rate an&,, is the measured probe rate. To obtain values
of R; andR,, the end-to-end path is probed using different initial grodtes.
For each probe train or probe pair an estimate of the availadhdwidth can
be made.

Sometimes the equation above is expressed using time @mdskinstead
of rates (in bits / second). But the result is still the same.

Examples of tools exploiting the packet gap method are D¢RH] and
Spruce [22].
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2.2.3 Link capacity estimation

The two measurement categories above describe how to éstiheeavailable
bandwidth. Much effort on developing link capacity measoeat tools has
also been made. Many such tools rely on variable packet sifgirng. The
first tool to implement this method was Pathchar [26] whidimestes the link
capacity on each hop between two nodes. It should be noteRdlttachar does
not need a receiver node. Other tools followed in the sanc& trach as pchar
[27]. The basic idea of Pathchar is discussed next.

Pathchar

IP packets, and thus probe packets, contain a time to live)fidld. TTL is a
number, specified by the sender, which is decremented byreatdr in a path.
If the TTL is low, or the path contains many routers the TTL megch zero. In
such case the packet is dropped and an Internet Control beBsaket ICMP
time exceeded packet) is sent from the router to the sendidg.n

By sending probe packets with a TTL afthe round trip time (RTT) to
routern can be estimated. The RTT to routecan be expressed as

RTT = zn:(

i=1

% + 1)

wherep is the size of the probe packét; the capacity of linki and!; the
latency of the ICMP packet on link

By sending probe packets with different TTL values an edtoathe RTT
to both router andn — 1 is obtained. Further, by subtracting the RTT to router
n — 1 from the RTT to routen we obtain the RTT for the hop betwearand
n — 1. In [26] it is stated that the relation between the minimumTRie.
where probe packets did not have to queue in routers) andrtiee packet
size is linear for each linkin the path. The following equation describes that
relation:

RTT=a+f(x*p

wherea is the sum of the ICMP latency artlis the sum ofc%i for each
link 7 (i.e. the slope of the minimum RTT wherchanges).

Thus, by sending probe packets with different sizes for éiaeld n-value,
the parameters of the straight line can be calculated. Kdabiat relation, the
capacityC; of each hop is obtained.
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New methods

In [19], it is discussed why the methods that rely on varigdaeket size prob-
ing often lead to inaccurate estimates. For example, it isalveays possible
to estimate the minimum RTT. Pathrate [28] is a modern lirgacity tool that
estimates the minimum link capacity on an end-to-end patheduires both
a sender and a receiver and hence is less flexible. Howevéinkheapacity
is estimated with higher accuracy than previous methodshr&te relies on
packet-pair and packet-train probing instead of using IdM8rmation from
the routers.

TOPP [13] is another tool that estimates the bottleneckdegacity of an
end-to-end path. This method also needs a sender and negaiteA modifi-
cation of TOPP is implemented in a tool called DietTopp whgctescribed in
paper C and paper D.

2.3 Measurements in wireless networks

To date, not many studies have been made on applying actidnidth mea-
surements in wireless networks. In [29] a description ofdffect of variable
probe packet sizes in wireless networks is given. In thatysthiey have eval-
uated bandwidth measurement tools in a testbed scenatiosimitple cross
traffic. That study is extended in paper D of this thesis.

[30] describes a model to calculate the available bandwiétiveen two
nodes in an ad-hoc netwdtkHowever, the available bandwidth is calculated
with the help of the intermediate nodes. In paper B a disonssithe problems
of end-to-end available bandwidth measurement methodgds g

2.4 Applications of bandwidth measurements

There exist many potential applications of bandwidth messent methods.
For example: streaming media adaptation, server selecte&work tomogra-
phy, TCP improvement and service-level-agreement vetiificaThis section
discusses and describes these applications and the pbtaniifit that active
measurements could give.

2An ad-hoc network is a wireless spontaneously connectewbnietvithout pre-defined infras-
tructure.
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Streaming media

The send rate and video quality adaptation of streaming aniedimportant,
especially when services like TV over the Internet is becaymhore popular.
Today, the adaptation is typically based on packet lossaatelay. If there
is a method to adapt, in real time, the send rate and videdtyjt@the avail-
able bandwidth, the problem of congestion in the network tmayninimized.
Most current available bandwidth methods are not applehble, since they
measure the available bandwidth at one point in time. Howdékre tool Bart
[24] continously measure the available bandwidth. Futesearch is needed
to combine streaming media and available bandwidth meamnetools.

Server selection

Server selection is another important application. Thatvtsich server gives
me, as a user, the shortest download time? If the availalléviidth could be

measured in a quick and easy manner for many mirror serversérvers that
contain the same data) at the same time, a user would be abl®tse the

best alternative. Further research in this area may leasbstodongestion if the
total traffic load can be spread out among the servers.

Network tomography

Network tomography is about trying to describe and map a orkwy ac-
tively measuring the characteristics from many end-paathe same time.
It is important to understand how available bandwidth leottcks are shared
between different end-hosts and to study how the availadnhelWwidth bottle-
necks change and perhaps move to a different location awer. tiNetwork
tomography is also interesting from a router perspectivéhe routers have a
global view of the available bandwidth bottlenecks they rhayable to route
the traffic around congested links.

Some research has been done in this area [31][32]. The cbsegromis-
ing but has to cope with slow measurement techniques. lfraksow mea-
surement techniques have to be synchronized, the entinorietomography
measurement will in turn be very slow. Another problem isithentification
of bottleneck links, that is how to determine that a bott#nknk is shared
between two paths.
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TCP improvement

TCP is a transport protocol that tries to adapt the send odteetcurrent avail-
able bandwidth. Many TCP versions have been developed,weititlits own
specific twist.

An example where active measurement techniques have begtedds
found in [33]. In this work the startup algorithm, usuallyetCP slow start
mechanism, uses bandwidth measurement techniques. Thabsyvdand-
width is estimated using the trains of packets that flow framgender to the
receiver in the initial phase. Observe that the packets ateop the data that
is transferred. After just a few round trip times the TCP hanitial value of
the available bandwidth. Thereafter the send rate can bgtedian the usual
TCP way.

TPTEST

TPTEST [34] is a service-level-agreement verification tbat relies on active
measurements from an end-user to a measurement servesddnaide the
network. TPTEST uses TCP throughput as the metric. As destiin for

example [16], TCP throughput is not a good metric for avdddiandwidth.

However, TPTEST is used as a tool for comparative analysiat 6, users
should be able to compare results from using one networlatqewith results
from using another operator. When all measurements areuking the same
metric, it might be a fair comparison.
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Summary of papers

This section summarizes the main contribution of each paygtrded in this

thesis. My contribution to each paper is also marked out. Betander and

Mats Bjorkman are co-authors of all papers. Both have glide, discussed
the research issues and written parts of each paper. Bomiiidas also
co-developed the measurement tool DietTopp as well as th2 fi@nework.

The following papers are included in the thesis:

3.1 PaperA

“On the Analysis of Packet-Train Probing Schemes”, Andimsson, Bob
Melander and Mats Bjorkman, In Proceedings to the Intésnat Conference
on Communication in Computing, Special Session on Netwarlugtion and

Performance Analysis, Las Vegas, June 2004.

Summary This paper describes probe packet and cross-traffic paciest i
actions at the discrete packet level. We identify three niaigraction-types
which we call mirror patterns, chain patterns and quantificapatterns, re-
spectively. Experiments have been performed in a testbeaderstand and
explore the behavior of these patterns and how they affextwigth measure-
ment results. The paper ends with a description of the diffee, using the
patterns, between using the mean operator and the mediaatompen mea-
surement values obtained during the probing phase.

29
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My contribution | have co-developed the measurement tool used in the pa-
per, | have performed all experiments and written most pdrtise paper.

3.2 PaperB

“A Study of Dispersion-Based Measurement Methods in IEEEZ 80 Ad-hoc

Networks”, Andreas Johnsson, Mats Bjorkman and Bob Medarid Proceed-
ings to the International Conference on Communication im@ating, Special
Session on Network Simulation and Performance Analysis, egas, June
2004.

Summary In this paper we study the effect of multiple-access netwank
dispersion-based measurement methods. We especially éoc802.11b net-
works. We discuss four important research problems in trés:avariable
measured link capacity, movement of wireless nodes, pdagetrate and tim-
ing issues. Using simulations in NS-2 we show that the mealink capacity
depend on the current cross-traffic intensity. Furthermagebriefly discuss
what happens when the path between the two end-nodes ch@rgeshen
wireless nodes move around). We discuss the impact of péxs®in wire-
less networks and how available bandwidth measurementotetinay adapt
to that. Finally we discuss problems with jitter when segdinobe packets in
a multiple-access network. This paper is a work-in-progpegper and hence
does not provide any experimental or measurement results.

My contribution | have co-developed the experiment platform in NS-2, |
have performed all experiments and written most of the paper

3.3 PaperC

“DietTopp: A First Implementation and Evaluation of a Siifipd Bandwidth
Measurement Method”, Andreas Johnsson, Bob Melander atsiBjiarkman,
In Proceedings to the Second Swedish National Computer dtkimg Work-
shop, Karlstad, November 2004.

Summary This paper describes an implementation of DietTopp, whécé i
modification of the TOPP method for measuring end-to-endlabla band-
width and link capacity. We evaluate the DietTopp implenaéoh in a testbed
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where one of the links is congested during the measuremssibse We com-
pare our results to both Pathload (that measures end-t@aithble band-
width) and Pathrate (which measures the end-to-end lin&aity) with promis-
ing results.

My contribution | have constructed the testbed, co-developed the DietTopp
implementation, performed all experiments and written nobghe paper.

3.4 PaperD

“Bandwidth Measurements in Wireless Networks”, Andrealsndson, Bob
Melander and Mats Bjorkman, Submitted for publication.

Summary In this paper we have used DietTopp to explore the effects of
wireless bottlenecks on bandwidth measurement resultssh&f using ex-
periments that both the measured link capacity and availebhdwidth de-
pends on the probe packet size when conducting bandwidtBureraents in
wireless networks. Furthermore we also show that the meddink capac-
ity decreases with increasing cross-traffic rate on thelessebottleneck. We
have performed experiments with three different crosi¢rdistributions, and
with several cross-traffic sources to validate our findifige obtained results
are also compared to results obtained from Pathload (altabhteasures the
end-to-end available bandwidth). We describe a simple atefbr identifica-
tion of wireless bottlenecks. Finally, we discuss the obstion that bandwidth
measurement results will be application dependent.

My contribution | have constructed the testbed, co-developed the DietTopp
implementation, performed all experiments and written tnobghe paper.






Chapter 4

Conclusions and future work

There are several foci in this thesis. The first is on enhayitia foundations
of bandwidth measurement methods and the impact of croffie wa probe
packets. A framework for describing interactions, at trexdite packet level,
between probe-train packets and cross-traffic packetsdwsdeveloped. Us-
ing this framework the differences between using the meahthe median
operator on obtained dispersion values are explained.

Further, an evaluation of bandwidth measurement methotstim wired
and wireless networks has been performed. Several chessickethat differ
between wired and wireless networks (including ad-hoc odtg) have been
identified from the available bandwidth measurement petsge Using our
own tool, DietTopp, we show that both the measured link ciyamnd the
available bandwidth decrease with increasing cross traffféecreasing probe
packet sizes.

The differences between performing available bandwidthsueements in
wired and wireless networks have been investigated in lieisis. Future work
is to investigate whether old bandwidth estimation metteadsbe adapted to
fit the needs in wireless networks. Perhaps, new algoritmdsyaethods have
to be developed. Further, the problems of probing in ad-letworks will be
studied in more detail to give concrete solutions to thesstaroblems.

Investigation of active continuous bandwidth monitorisgliso of greatim-
portance. Mathematical algorithms for continuous measargs will be tried
out and evaluated. Continuous monitoring methods will faraple be used
in streaming video applications. Continuous monitoring also be studied
and evaluated in ad-hoc networks where the topology antbéaibandwidth
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may change both drastically and frequently.

A study of how probe traffic is treated by so called networkpsna will
be done. There is a belief that network shapers treat netiraffic generated
from the various applications differently. In such a cakere is not only one
estimate of the available bandwidth of interest. Instebd,available band-
width must be measured with the application protocol in mind



Bibliography

[1] Larry L. Peterson and Bruce S. Davi€Computer Networks Morgan
Kaufmann, 2000.

[2] Mrtg - multi router traffic grapher. Web resource: httaww.mrgt.org.

[3] C. Fraleigh, S. Moon, B. Lyles, C. Cotton, M. Khan, D. MdR. Rockell,
T. Seely, and C. Diot. Packet-level traffic measurement fitwarsprint ip
backbone. INEEE Network MagazineNovember 2003.

[4] Van Jacobson. Congestion avoidance and contréréceedings of ACM
SIGCOMM pages 314-329, Stanford, CA, USA, August 1988.

[5] Srinivasan Keshav. A control-theoretic approach to ftmmtrol. InPro-
ceedings of ACM SIGCOMMages 3-15, Zirich, Switzerland, Septem-
ber 1991.

[6] Robert Carter and Mark Crovella. Measuring bottleneok speed in
packet-switched networks. Technical Report 1996-006t@oEniver-
sity Computer Science Department, Boston, MA, USA, Marc@al9

[7] Kevin Lai and Mary Baker. Measuring bandwidth. Rroceedings of
IEEE INFOCOM pages 235-245, New York, NY, USA, March 1999.

[8] Attila Pasztor and Darryl Veitch. The packet size degemce of packet
pair like methods. Ifenth International Workshop on Quality of Service
(IWQoS 2002)Miami Beach, USA, May 2002.

[9] Constantinos Dovrolis, Parameswaran Ramanathan, avitiDMoore.
Packet dispersion techniques and capacity estimationIERE/ACM
Transactions on Networkin@@ecember 2004.

35



36

Bibliography

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]

Constantinos Dovrolis, Parameswaran RamanathanPawdl Moore.
What do packet dispersion techniques measurd?rdneedings of IEEE
INFOCOM, pages 905-914, Anchorage, AK, USA, April 2001.

Bob Melander, Mats Bjorkman, and Per Gunningberg. & rad-to-end
probing and analysis method for estimating bandwidth éoétks. In
Proceedings of IEEE GlobcagrBan Francisco, November 2000.

Manish Jain and Constantinos Dovrolis. Pathload: asmeanent tool
for end-to-end available bandwidth. Rassive and Active Measurement
(PAM) Workshop 2002 Proceedingsages 14-25, Ft Collins, Co, USA,
March 2002.

Bob Melander, Mats Bjorkman, and Per Gunningberg.rBegjon-based
available bandwidth measurements.Pimceedings of the 2002 Interna-
tional Symposium on Performance Evaluation of ComputerTahecom-
munications SystemSan Diego, CA, USA, July 2002.

Vinay Ribeiro, Rudolf Riedi, Richard Baraniuk, Jiri Matil, and Les
Cottrell. pathchirp: Efficient available bandwidth esttina for network
paths. InPassive and Active Measurement WorksizfD3.

Andreas Johnsson, Bob Melander, and Mats Bjorkman.dé¥lng of
packet interactions in dispersion-based network probthgmes. Tech-
nical report, Maalardalen University, 2004.

Manish Jain and Constantinos Dovrolis. Ten fallacied gitfalls on end-
to-end available bandwidth estimation. liternet Measurement Confer-
ence October 2004.

Yongmin Choi, Heung-No Lee, and Anurag Garg. Measurmnaad
analysis of wide area network (wan) traffic. 8CS Symposium on Per-
formance Evaluation of Computer and Telecommunicatiote8ysJuly
2000.

The network simulator - ns-2. http://www.isi.edu/remins/.
R.S. Prasad, C. Dovrolis, and Bruce A. Mah. The effectayler-2

store-and-forward devices on per-hop capacity estimatfroceedings
of IEEE Infocom 2003, San Francisco, CA, April 2003.



Bibliography 37

[20] Manish Jain and Constantinos Dovrolis. End-to-endakbe bandwidth:
Measurement methodology, dynamics, and relation with T@&uUghput.
In Proceedings of ACM SIGCOMNRittsburg, PA, USA, August 2002.

[21] Attila Pasztor and Darryl Veitch. Precision basedgs®n timing with-
out GPS. InProceedings of ACM SIGMETRICBlarina Del Rey, CA,
USA, June 2002.

[22] Strauss, Katabi, and Kaashoek. A measurement studyedfhle band-
width estimation tools. IACM SIGCOMM Internet Measurement Work-
shop 2003.

[23] Federico Montesino-Pouzols. Comparative analysisatize bandwidth
estimation tools. IrPassive and Active Measurement (PAM) Workshop
2002.

[24] Svante Ekelin and Martin Nilsson. Continuous monitgrbf available
bandwidth over a network path. Bwedish National Computer Network-
ing WorkshopKarlstad, Sweden, 2004.

[25] Vinay Ribeiro, Mark Coates, Rudolf Riedi, Shriram Settvam, Brent
Hendricks, and Richard Baraniuk. Multifractal crossficaéstimation.
In Proceedings of ITC Specialist Seminar on IP Traffic Measergm
Modeling and Managemeritlonterey, CA, USA, September 2000.

[26] Allen B. Downey. Using pathchar to estimate Internekicharacteristics.
In Proceedings of ACM SIGCOMMages 241-250, Cambridge, MA,
USA, August 1999.

[27] Bruce Mah. pchar: A tool for measuring Internet pathrelsteristics,
June 2001. http://www.employees.cbghah/Software/pchar/.

[28] Pathrate - a measurement tool for the capacity of ndtwmaths.
http://www.cc.gatech.edu/fac/Constantinos.Dovrphsirate.html.

[29] Karthik Lakshminarayanan, Venkata N. Padmanabhath,Jaandra Pad-
hye. Bandwidth estimation in broadband access networks. Pnoceed-
ings to the Internet Measurement Conferer@04.

[30] Hwa-Chun Lin and Ping-Chin Fung. Finding available thafdth in mul-
tihop mobile wireless networks. IRroceedings of the IEEE Vehicular
Technology Conference, Tokyo, Japa@0o0.



[31] Ningning Hu, Li (Erran) Li, Zhuoqing Morley Mao, Petete&nkiste, and
Jia Wang. Locating internet bottlenecks: algorithms, measents, and
implications. INnSIGCOMM ’'04: Proceedings of the 2004 conference
on Applications, technologies, architectures, and protedor computer
communication2004.

[32] Alok Shriram and Jasleen Kaur. Identifying bottlendicks using dis-
tributed end-to-end available bandwidth measurementstst FEMA
Bandwidth Estimation Workshop (BEst), San Diego, 2003.

[33] Ningning Hu and Peter Steenkiste. Improving tcp stagerformance
using active measurements: Algorithm and evaluatiomn Frroceedings
to the 11th IEEE International Conference on Network Protec2003.

[34] TPTest. II-Stiftelsen, October 2002. http://www.gs/tptest/.



Included Papers

39






Chapter 5

Paper A:

On the Analysis of
Packet-Train Probing
Schemes

Andreas Johnsson, Bob Melander and Mats Bjorkman

In proceedings to the International Conference on Comnatioic in Comput-
ing, Special Session on Network Simulation and Performaxeysis, Las
Vegas, June 2004

41



Abstract

With a better understanding of how probe packets and craffs&ctpackets
interact with each other, more accurate measurement methagked on ac-
tive probing can be developed. Several existing measuremetimods rely on
packet-train probing schemes. In this article, we studydesgtribe the inter-
actions between probe packets and cross-traffic packets.

When one packet within a packet train is delayed, the digme(se. packet
separation) of at least two (and possibly more) probe paak#dtchange. Fur-
thermore, the dispersions are not independent, which masy dalculations
based on statistical operations. Many methods use dispeaserages, such as
the mean, in the calculation of bandwidth estimates andigtieds.

We describe cross traffic effects on packet trains. Theastam results
in mirror, chain and quantification patterns. Experimestgtbeen performed
in a testbed to explore these patterns. In histograms ofydeldations for
adjacent probe packets, these patterns are manifestetfexerdiidentifiable
signatures.

Finally, we also discuss the effect of these patterns on #gemrand median
operations.
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5.1 Introduction

Measurement of the end-to-end available bandwidth of a aré&tpwath is get-
ting increasingly important in the Internet. Verificatiohservice level agree-
ments, streaming of audio/video flows, and Quality-of-8@rnmanagement
are all examples of Internet activities that need or can fitsfnem measure-
ments of available bandwidth.

Many methods that attempt to measure end-to-end bandwititiely probe
the network path by injecting probe packets in predeterthitight patterns.
Common flight patterns include pairs of probe packets, seaahcket-pair
probing schemeand its extension into longer sequences of probe packets [1,
2, 3, 4,5, 6], which we will refer to agacket-train probing schemes

When the probe packets (independent of probing scheme&ysathe net-
work path, the dispersion between successive probe paskethange. This
is due to limited link capacity and interactions with othackets traversing the
same path (so called cross-traffic packets).

To calculate an available bandwidth estimate an analydiseoflispersion
values is made. The analysis relies on the probe packetrdispeat the sender
side in combination with the probe packet dispersion atdeeiver side.

In this article we describe the probe packet and crossdrpé#cket inter-
actions when using packet-train probing schemes. Theaictiens are mani-
fested as patters. Further, we illustrate these patterigeatfiable signatures
in histograms.

We describe the effect of the packet interactions when usirgn and
median operations to dispersion values obtained from packia probing
schemes. All dispersion-based measurements has beempedfin a testbed,
which is described in the article.

The rest of this article is organized as follows: Sectionde&cribes three
patterns that occur when probe and cross-traffic packetsaictt with each
other. Section 8.2 defines a testbed that we have used fdf @liraneasure-
ments. Section 5.4 identifies four signatures that arisa tiee three patterns.
Section 5.5 describes the impact of mean and median filteviven perform-
ing analysis of dispersion values obtained from packeét-fyeobing schemes.
The article ends with conclusions in Section 8.5.
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5.2 Description of patterns

This section describes three patterns that arise whenrgyalietwork path us-
ing packet-train probing schemes. The patterns are destuifing a multiple-
hop model for route delay variation [7]. The concepts of thatlel is described
in the following subsection, while the patterns are desatin subsections
5.2.2-5.24.

5.2.1 A multiple-hop model for route delay variation

This subsection describes the concepts of a multiple-hogeffor route de-
lay variation [7]. We use this model to describe the iderdif@tterns in the
following subsections.

In what follows, the definition of &opis one router, its in-queue, and the
outgoing link used by the packets. Hence, the arrival timenadrbitrary packet
to hoph + 1 is equal to the departure time from the previous hop

A packetP; arrives to a hoph at timer;. After a queuing timev; > 0
the packet begins its service time > 0. PacketP; leaves the hop at timg".
Thus, the one-hop delay for pack®tis

d; = Tt

(3

—T; :wi+xi+D, (51)

where D is the link propagation delay, which is equal for all equaiyed
packets traveling on the same link.

From Equation (5.1), a set of equivalences to compare twacad} packets
are derived:

inter-packet arrival timet; = 7w — 71
inter-packet departure time¢; = 7 — 71",
delay variationy; = d; —d;4
= -t
= (zi—mi-1) +

(wi — wi_l).

The waiting time of a packet within an infinite FIFO buffer isstribed by
Lindley’s equation

w; = max(0,w;—1 + x; — t;) + ¢4, (5.2)
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¢; corresponds to the waiting time caused by cross traffic egtehe hop
betweenr;_; andr;.

A router queue can in principle operate in two states - buslidie state.
The busy state implies that the router is constantly forimargackets from its
in-queue, while in the idle state the in-queue is empty.

Probe packets (i.e. packets used for obtaining dispersilues) can conse-
quently be divided into two categoridsiitial andBusy probe packets (adapt-
ing to the notation in [7]). The first packet of a busy periothysdefinition an
initial probe packet. That is, dnprobe packet is never queued behind another
probe packet (i.ew; of Equation (5.2) is equal td + ¢;). B probe packets are
packets thaare queued behind other probe packets.

With this categorization of probe packets, the delay vemied; is defined
with respect to whether a probe packgts | or B. From [7] we have

I: 6; = (mi - 1‘2;1) + (wl — wifl) (53)
B: 0 = (x; —t) +¢ (5.4)

where Equation (5.4) is derived from Equations (5.2) and)(5.

Equations (5.3) and (5.4) are extended in [7] to describeipt@lhops.
These extensions are based on the following statementspriblze packet is
| or B at hopj andB at hopj + 1, §; is overwritten and replaced by from
Equation (5.4). On the other hand, if the probe packétas hopj + 1, the
right hand side of Equation (5.3) is added to the exisfing

Hence, a probe packet that traverses an H-hop path, beihgvery hop,
has a delay variation

H

H
0 = Z(azf -zl )+ Z(wf —wh ). (5.5)
h=1

h=1

If a probe packet i on at least one hop, it will bB for the last time at
some hop in the path. Denote this hgp The delay variation for such a probe
packet is

H
0 = (zf' —ti+ci')+ (2l — )+
h=s;+1
H
+ Z (wh —wh_ ). (5.6)

h=s;+1
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5.2.2 Mirror pattern

In the following we will describe the characteristics of therror pattern.
Hence, consider a probe packet train, containing at lease throbe packets
P;,_y, P, and P,y that are alll at hoph. Further, assume thd&;_, andP;,
are unaffected by cross traffic (i.e;_; = w;11 = 0). Then, if P; is delayed,
w; > 0, its delay variationj; > 0. Hence,P; will have a delay variation
0; = (x; — xi—1) + (w; —w;—1) = (w; —w;—1), under the assumption of fix
size probe packets.

Since bothP;_; and P, are unaffected by cross traffic, the following
holds

dit1 = Wip1 —w;
- _w;
T
- wy
_—
Siy1 = =6, (5.7)

which we define as gerfect mirror pattern An example of this phe-
nomenon is shown in Figure 5.1. The vertical packets abavtrtie line shows
when in time a probe packet (white box) or a cross-traffic patéhaded box)
arrives to the hop. The arc indicates when in time all bitshef packet have
been received to the router. When all bits have been recdivedouter trans-
mit the packet on the outgoing link, if it is not delayed by ey packet. The
transmission from the router is shown below the time lindhim$ame manner
as above the time line. The horizontal packets describeadhkeb pattern on
the out-going link. Probe packé& is delayedw; time units, visualized by the
horizontal arrow next td; in Figure 5.1. Sincé’;_; and P, are unaffected
by cross traffic Equation (5.7) holds and we have a perfecomjrattern.

In addition to the fact that probe packitcan be delayed, there is a possi-
bility that one, or both of?,_; andP;; are affected by cross traffic. This will
cause changes to the mirror pattern as described belowolivisus that this
possibility grows with increasing cross traffic and/or ie&sing probe rate.

Assume, for instance, that bofy and P;,, are delayed by cross traffic,
while P,_; and P, , are unaffected. Then the mirror patterrdigidedin a
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H\ IH\
w, Time
+
Packet departure o
[ = 0 I =T [

Packet arrival

Pi+1

"
4 Yis1

Packet pattern on outgoing link

Figure 5.1: Arrival and departure times for cross traffica@d boxes) and
probe packets (white boxes) entering a hop. The crossetiaditket delays
probeP; in such a way that enirror patternarises.

predictable way. That is,

0 = wi—wi—1 =w;

Oit1 = Wit1 —w;

sincew;+1 > 0. Now, the next packet in the trai;, -, will have a delay
variation

5z’+2 = Wi42 — Wi41

—Wi41

sinceP;;, has a waiting timev; 1o = 0. Hence,—¢; = ;12 + 0;11.

To generalize, assume thBt and the following(n — 1) probe packets are
delayed by cross traffic (not necessarily at the same hogn) \ile have a chain
of divided mirror patterns. Their delay variations reladeeach other in the
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following way:

Sign+ 401 = (Witn — Wig(n-1))
o+ (Wit2 — wit)
+(wi+1 — wi)

= —Ww;
= -4 (5.8)
=
i+n
> = 0 (5.9)

sincew,;, = 0. Thatis, cross-traffic effects on packet trains will carme] to
a certain degree, and hence not affect the mean value of thetpdispersion
values (now-values) obtained from the probe-packet train.

Mirror patterns are erased if probe packets in the packat e trans-
formed froml to B, as described by Equations (5.5) and (5.6).

When a probe packet train traverses an H-hop path, the deldgtion
of every probe packet is described by Equation (5.5) or (8eég)ending on
whether the probe packets ever becdtné\Ve have extended the model pre-
sented in [7] to describe the relation between delay variatalues obtained
from packet-train probing.

5.2.3 Chain pattern

In this section we will describe the chain pattern. If a crivaffic packet delays
a probe packet?;_, in such a way that at leag and P, are transformed
from1 to B, and makes the involved probe packBts;, P; andP;;, back-to-
back after the hop, a chain pattern is visible.

This is the definition of g@ure chain patternif other probe packets within
the scope of the chain pattern are delayed by cross traffigaatification pat-
tern will arise. Quantification patterns are described ictita 5.2.4.

An example of a chain pattern is shown in Figure 5.2, whichirislar to
Figure 5.1. WherP;_, is received, it must wait for the cross-traffic packet to
complete its departure. The waiting time®f ; isw;_,, shown in Figure 5.2.
P;_4 is transmitted back-to-back behind the cross-traffic pdke ; is in this
example by definition since it does not have to queue behind any other probe
packet.



5.2 Description of patterns 49

Packet arrival

- = .
Time

Packet departure 1
o]

[ = -z

Packet pattern on outgoing link

Figure 5.2: Arrival and departure times for cross trafficafd boxes) and
probe packets (white boxes) entering a hop. The crossetiaditket delays
P;_, in such a way that ahain patterrarises.

During the waiting time of?;_, the next probe packél enters the router.
P; has to waitw; time units in the queue faP;_; to complete its departure,
and is therefor®. After the waiting time P; is sent back-to-back behirfg ;.
The same procedure is repeated Ryr; .

After the service time of;, 1 has elapsed?;_,, P; and P, travel back-
to-back after each other on the link. AlsB, and P;., have been transformed
from | to B since both packets had to queue behind other probe pacletseH
a chain pattern is visible after the hop.

The relation between delay variation values from probe etsdkivolved in
a chain pattern can be described by Equation (5.8), simitarirror patterns.
The difference is that the mirror pattern involvieprobe packets while the
chain pattern involves probe packets that change frooB.

Chain patterns are preserved to some degree in an H-hopfghthhop
where the patterns arise is the last hop where the probe fsaakeB. Of
course, this pattern is blurred by mirror and quantificagatterns if there
are hops downstream hapwith cross-traffic. This is described by Equations
(5.5) and (5.6).

5.2.4 Quantification pattern

The last pattern identified in this paper is the quantificepiattern. This pattern
is described below.
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Let us assume that the probe packet generator is sending packets at a
high rate (i.e. the probe packet dispersion is less tharetivice timex - of a
large cross-traffic packet). When a cross-traffic packedrerihe router queue
between the arrival time of two probe packets the probe pgackil become
separated by the service timgr of that cross-traffic packet. Hence there
is no idle time gap in the router between the probe packetis Separation is
hereafter referred to agantification patternThe term quantification is used
since the traffic consists of discrete transmissions, rédltfaa a continuous flow
of bits.

n Packet arrival
Vi i Wikl *

I Pi- [ Pi [Pi+1

Packet departure

Packet pattern on outgoing link

Figure 5.3: Arrival and departure times of cross traffic (B#thboxes) and
probe packets (white boxes) entering a router. The upperctebs-traffic

packet causes a chain pattern. The smaller cross-traffiepaauses guan-

tification pattern

An example of the quantification pattern is shown in Figu& &hich is
similar to Figure 5.1. In this example we see that the leftnoogss-traffic
packet creates a chain pattern (equivalent to Figure 5.8 SBcond cross-
traffic packet entering the hop between probe pa&ket and P; will be sent
directly afterP; 1, while P; is sent back-to-back with the second cross-traffic
packet. HencepP;_; has to waitw;_; time units (stemming from the large
cross-traffic packet), whil@; has to waitw; time units (corresponding to the
small cross-traffic packet and a portion of the the big cteafic packet). That
is, a quantification pattern has arisen.

The delay variation relation of values obtained from probelgts involved
in a quantification pattern can be described by Equatior),(8if@ilarly to mir-
ror patterns.

Quantification patterns are preserved to some degree in laopHpath if
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the hop where the pattern arise is the last hop where the padtiests ard.
This pattern is blurred if there are hops downstream hopith cross-traffic
noise. This is described by Equations (5.5) and (5.6).

5.3 Testbed setup

The testbed network (see Figure 5.4) used in the experintentssts of three
router nodes, one Black Diamond (BD) and two Torrent rouf&isand T2)

[8]. There are also a probing generator (PG), a probingvecéPR), a traffic
generator (TG) called IP Traf Gen (internal product of Es@swww.ericsson.cojn
and a traffic receiver (TR) which is an IXIA 1600 Traffic GenerdAnalyzer.
The links are all 100 Mbps except between the three routdrsyenthe links
are limited to 10 Mbps.

TR

10Mbps 10Mbps
PG BD Tl T2 PR

7

TG

Figure 5.4: Testbed setup

Depending on the experiment setup the cross traffic can anteleave the
router chain at different positions. The cross traffic flow && one or several
of the following: TG— T1 —» T2 —» TR (flow 1), TG— BD —» T1 —» TR
(flow 2) and TG— BD — T1 — T2 — TR (flow 3).

All cross traffic is exponentially inter-packet spaced. Fdifferent cross
traffic sizes where used: 64, 148, 482 and 1518 bytes. In {heriements all of
these could be used at the same time or just a selection of #hvren all sizes
are used, 46% is of size 64, 11% of 148, 11% of 482 and 32% ofl&18
bytes. This distribution of packet sizes has its origin frigmdings in [9].

The cross traffic intensity is variable within the testbedsteps of arbitrary
size.

The probe traffic is sent through the path PGBD — T1 — T2 — PR.
The probe packet size is 1500 bytes and consists of 32 padketsnally 5
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trains are sent per test run.

5.4 Signatures

When cross traffic affects a packet train, the train will suffrom different
patterns, as discussed in Section 5.2. In this section u&iidlte these patterns
using real packet trains which interact with cross traffitepatterns, alone
or in combination with each other, correspond to differdghatures. The
signatures are described and illustrated in delay varidtistograms below.

Four signatures are defined and discussed in this secticey dre: inde-
pendence, mirror, rate and quantification signatures. JIsifidilar signatures
have been identifies for packet-pair probing schemes. Hexyee have shown
that packet-pair and packet-train probing schemes areafuadtally different
[10]. Thus, it is important to identify the signatures forcgat trains as well.
Examples from the described testbed are shown.

The probe rate for each diagram in Figure 5.5 is 1 Mbps in thpeofeft
diagram, 2.9 Mbps, 4.8 Mbps and 6.7 Mbps in the bottom rigaggdim. The
probe packets are 1500 bytes, and are sent in 5 trains dog$t32 packets
in each. The cross traffic rate is 5 Mbps, exponentially itisted and consist
of 4 different packet sizes. The cross traffic uses flow 1 asribes] in Section
8.2.

5.4.1 The independence signature

The independence signature is visible in scenarios where tils no or very
little cross traffic interfering with the packet train. Thiat no or very few
probe and cross traffic packet interactions.

The signature arises from the fact that most probe packatsrse the net-
work path unaffected by cross traffic, thus independent loéotraffic. This
means that the delay variatiérior such packets are near 0 as seen in the upper
left diagram in Figure 5.5. The peakat= 0 is called the independence peak.

5.4.2 The mirror signature

The mirror signature is a signature that arises due to theomrattern. If
there is very little cross traffic and the probe rate is reddyi low, there will
arise mirror patterns in the values obtained from packet-probing. That is,
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Figure 5.5: Using 4 packet sizes and cross traffic flow 1, witt@ of 5 Mbps.
The probe rate increases from approximately 1 Mbps (upfigtée6.7 Mbps
(lower right).

for each positive delay variation value there is a corredpannegative delay
variation value.

The upper right diagram of Figure 5.5 shows a distributiodelay varia-
tion values around the diminished independence peak (cadpa the upper
left diagram).

5.4.3 The rate signature

The rate signature is a peak that arises from the fact thatalgerobe packets
traverse the network path back-to-back, because of the gladterns. The rate
signature corresponds to the link rate of the link creativegdhain pattern.

The rate peak grows in size when the probe rate increases,siore probe
packets will travel back-to-back in such cases.
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The rate peak is visible in the bottom left diagram of Figuie Fhe rate
peak is the leftmost peak. The delay variation value for plestk can be con-
verted to the link rate.

5.4.4 Quantification signature

The quantification signature arises from the quantificapiattern described
above. The quantification signature corresponds to the gapelen probe
packets. In the bottom right diagram of Figure 5.5 there ackedrly sepa-
rated regions of peaks. The leftmost peak corresponds t@ataesignature.
The locations of the quantification peaks depend on the ditieeocross
traffic packets and the number of packets of each size thattaréering.

5.5 Mean and median analysis using patterns

An important step in the analysis phase is to reduce noiseff@cts stemming
from cross-traffic burstiness. One way to do this is to meamedian filter
the dispersion samples. It is therefore important to uridedsthe impact and
properties of these statistical operations.

In a previous simulation-based study [10] we have shownttiepatterns
described in Section 5.2 affect the mean and median. Howth&yr are af-
fected in different ways. These differences can be illusttand explained in
terms of the packet interactions described as patternsatioBes.2.

1.2 1.2
1 1

2 3 4

10 11 2 3 4 10 11

NN VI NN VI
Probe rate (Mbos) Probe rate (Mbos)

Figure 5.6: Mean offered / measured probe rate to the leftdideoffered /
measured probe rate to the right. Cross traffic = 3 Mbps on aijisMnk.
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5 6 7 8 9 5 6 7 8 9
Probe rate (Mbos) Probe rate (Mbos)

Figure 5.7: Mean offered / measured probe rate to the leftdideoffered /
measured probe rate to the right. Cross traffic = 5 Mbps on alisMnk.

Figures 5.6 and 5.7 show measurements from two differemieszes with
increasing amounts of cross traffic. The topology is descriln Section 8.2
with only cross traffic flow 1 being active. Both graphs in efighre show the
ratio between offered and measured dispersion rate on tghsy-The x-axis
is the probe rate. In the left side graphs mean filtering isl wggereas median
filtering is used in the right hand graphs. A ratio close to fresponds to an
underload situation. In the part where a curve deviates ftpthe slope using
mean filtering is inversely proportional to the link capgg¢i].

From the graphs it is apparent that the mean and medianrfijtgive dif-
ferent results. When the probe rate increases the numbeobé@and cross-
traffic packet interactions will also increase. These mtdons will occur as
mirror patterns followed in turn by chain and quantificatigatterns. In the
case of mean filtering, the asymmetry effects of the mirrat dwe chain pat-
terns will be cancelled. Hence, they will have no effect om tiffered / mea-
sured ratio. The quantification patterns that arise wherlitikeis full (i.e.
when the available bandwidth is reached) cause the slopeafurves seen in
the graphs regardless if mean or median filtering is used.

The symmetry effect of the mirror pattern is also cancell@t vespect to
median filtering. However, the asymmetry of chain pattesnsat cancelled.
The reason is that number of back-to-back probe packetsitgimgy the chain
pattern outnumbers the initial probe packet dispersionusTithe median is
shifted towards the dispersion of back-to-back packetsesihe back-to-back
chain corresponds to the measured probe rate whereas #dredfhate corre-
spond to the initial probe packet dispersion there will bépengar 7 Mbps in
the median ratio curve in Figure 5.6.



Using the mathematical definitions of chain patterns it carsoown that
chain patterns can not occur until probing at 7 Mbps on a 10 Mimi with
an MTU of 1500 bytes.

Figure 5.7 shows an even more striking behavior when medtenirig is
applied. The median filtering curve begins to rise at 5 Mbpsahee of quan-
tification patterns that occur when the channel is full. At Bpd there is a drop
in the ratio curve caused by chain patterns. As before, ttiegi® patterns are
invisible when using mean filtering. When the probe rate ¢séased further
the quantification patterns will again dominate and hencsea new rise of
the median curve.

The two median curves has a chain saw shape near the avaikatde
width (7 Mbps in Figure 5.6 and 5 Mbps in 5.7) compared to thamzurves.
Exactly why this happens is ongoing research. We also sfuldgrie is a possi-
bility to combine the information from mean and median csricemake better
estimates of the available bandwidth.

5.6 Conclusions

In this article we have identified and described patternsdtise when probe
packets and cross-traffic packets interact with each otRarther, we have
identified signatures that originate from these patterns.héve studied how
these patterns and their corresponding signatures affesm @nd median oper-
ations that are used in the analysis phase of available hdtidmeasurement
methods. All measurements in this article has been madesistiagd.

Our goal is to further study the patterns and the correspansignatures
derived from dispersion values obtained from packet-tpawbing schemes.
We will study mean and median operations and especiallydh#@mation of
them to make better estimates of available bandwidth akdclypacity on an
end-to-end path.
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Abstract

In this article we discuss how dispersion-based measursnaea affected by
multiple-access networks, such as IEEE 802.11-based adtavorks. We
study four topics: variable link capacity, movement of wéss nodes, loss rate
and timing issues.

We show by simulations that the link capacity in a wirelegsotogy is
changing due to cross traffic generated from nodes usingatime sadio fre-
guency channel. Further, we address the problem of movidgsioMoving
nodes may cause route changes during a dispersion-bassdmem@ant ses-
sion. Since all dispersion-based measurement methodsiianéng during a
time interval, moving nodes will cause problems.

We extend the ternavailable bandwidthto cope with losses in shared
medium access networks. Losses will lower the availablelath that can
be used by applications.

Finally we study the problem of time jitter induced betweercessive
probe packets by multiple-access networks.
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6.1 Introduction

Active measurements of end-to-end characteristics atig@tcreasingly im-
portant in best effort networks, especially in the Interr&aich measurements
are by definition made between two or more end hosts with nlauge of the
network in-between. Characteristics measured by curoetd tire path capac-
ity and available bandwidth (both terms are defined in sulise6.2.3). Many
applications could benefit from having an estimate of thélavie bandwidth
between the end hosts. Such applications are for examglansing media
players and route decision algorithms.

The measurement methods have matured and evolved overshgegas.
Today there exist a variety of tools to measure network ph#racteristics.
Examples are found in [1, 2, 3, 4, 5].

However, these methods were developed having the traditisined In-
ternet in mind. Researchers, corporate organizationsueeteams and the
military are deploying wireless ad-hoc networks in a higtiegree than be-
fore. To this reason, dispersion-based network measutsmarst be adapted
to such environments.

This article discusses research problems that should b&dmed when
applying dispersion-based network measurement methcitgra for the In-
ternet to wireless ad-hoc networks. However, since thislaris an initial
study it does not give concrete answers.

6.1.1 Ad-hoc networks

This section describes ad-hoc networks on a high level. Mdoegmation can
be found in any text book on the subject, e.qg. [6].

An ad-hoc network can be defined as a set of spontaneouslyectath
nodes that need to communicate with each other for somerre&ioce the
nodes are connected on demand, ad-hoc networks usualtyralireless com-
munication techniques, such as the IEEE 802.11 standa8].[7,

In ad-hoc networks there is no pre-configured infrastrgtdrhis means
that the basic networking functionality (e.g. routing andafarding) must be
supported by each node within the network. In Figure 6.1 enbdvants to
communicate with node 4. To be able to do this, the messagesrode 1
must be routed by either node 2 or 3 to reach node 4. This isukecthe
wireless device of node 1 can not send its message directipde 4 due to
limited radio coverage.

Ad-hoc networks are usually dynamic in their nature. Thisngethat the
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Figure 6.1: Wireless ad-hoc network with 4 nodes. Node 1risliegy a mes-
sage to node 4 via node 3 since the radio in node 1 can not remith 4is
position.

nodes will move and thus the route used between two nodeshilige. There
are several routing techniques for ad-hoc networks [6].

6.1.2 Dispersion-based measurements

Active end-to-end measurements of available bandwidthuavelly divided
into two phases; the data collection phase and the analyasep

In the data collection phase, a probe generator injectseppabkets along
the path to be measured. The probing scheme (i.e. the dispersseparation
between successive probe packets) is predefined by thers@mgecommon
probing schemes are the injection of probe packets in pains a train, re-
spectively [9, 10, 3, 11, 4]. The initial probe packet digpen is proportional
to the probe rate.

The dispersion between successive probe packets changesheéhprobe
packets traverse the network path. It either changes diraited link capacity
or due to interaction with other packets traversing the spatle (such packets
are called cross traffic). Limited link capacity will incissathe dispersion be-
tween probe packets while packet interactions may incrassell as decrease
the dispersion.

The probe packets are received by a probe receiver. Upoptieaethe
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probe packets are time stamped. Using these time stampsdhe packet
dispersion at the receiver is calculated.

The second phase, the analysis, uses the dispersion vditesen from
the data collection phase to produce an estimate. The @iffer between the
initial probe packet dispersion and the received probegatikpersion is used
to produce an estimate of the path capacity or the availaiewidth.

The data collection and the analysis phases combined edcalineasure-
ment session.

6.2 Research problems

In this section we discuss properties of multiple-acceswarks that differ
from single-access networks. Multiple-access networég@rexample based
on the 802.3 (Ethernet) or IEEE 802.11 (wireless) standdndsis article we
focus on wireless networks. In particular, we study |IEEE.&8QB (hereafter
called 802.11) wireless ad-hoc networks, which is one ofcthramon stan-
dards for radio communication. All topics are discussediftbe perspective
of dispersion-based probing schemes.

Dispersion-based probing schemes make implicit assunmgptitat the net-
work properties, such as link capacity, cross traffic andrtluiee between end
nodes are the same during the measurement (especiallygdheniata collec-
tion phase). However, dispersion-based measurementoanestantaneous.
They run for some time period. Since wireless ad-hoc netstakd to be very
dynamic, we must understand and compensate for the dynaopemies. In
the following subsections we discuss how the link capaciy whange due to
cross traffic or due to node movement. We also address roateyels, loss rate
and time control issues.

6.2.1 Variable link capacity

In single-access networks, the link capacity on a link i®datned by physi-
cal characteristics of the link itself and is usually statitowever, in 802.11b
networks the link capacity is typically changing dynamigalver time. This
variation is due to changing distance between nodes duestorttobility, ra-
dio noise, weather conditions and physical obstacles. Mewy¢he link rate
variability is also due to cross traffic using the same radégfiency channel
within the ad-hoc network.
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Below, we show simulation results that illustrate that tiné capacity is
changing due to cross traffic. The simulation topology issghin Figure 6.2
and the simulation tool is ns-2 [12]. Two nodes generatesciiadfic between
each other while the other two nodes are measuring netwudckliaracteristics
using dispersion-based measurement methods.

é Probe traffic é

é Cross traffic

Figure 6.2: A single hop wireless ad-hoc topology. CrosHitrand probe
packets use the same shared medium. The cross traffic wiliféetiag the
link capacity.

The diagrams in Figure 6.3 show a comparison of the offereterate
and the measured probe rate. The offered / measured ratimvwenson the
y-axis. The x-axis is the probe rate, starting at 1 Mbps. Tleasured probe
rate is based on the mean of the probe packet dispersiorswathi@ned in the
data collection phase. The offered probe rate is predefipéudyprobe packet
sender and hence known in advance.

The figure shows 4 diagrams corresponding to 4 differentaien Each
scenario uses the same topology, but the cross traffic vagylo#g as the
offered probe rate and the measured probe rate quotientrre@@und 1, the
mean dispersion between successive probe packets araibeogahe sender
side and the receiver side. That is, we have an underloaatisitu When the
curve starts to rise the mean dispersion on the receive(issdéhe measured
value) is larger than on the sender side. This change in digpeindicates
where the available bandwidth is. The slope of the curver #fis point is
inversely proportional to the link capacity, according ©ORP [3].

In Figure 6.3 the cross traffic is, starting from the uppet tbagram, 0
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Mbps, 0.5 Mbps, 1 Mbps and 2 Mbps, respectively. The crodBctia uni-
formly distributed. The measured available bandwidth isMbps, 4.2 Mbps,
3.2 Mbps and 2.8 Mbps, respectively. In this case the pexddink capac-
ity is equal to the available bandwidth for each scenariocokding to TOPP,
the slope of the curves is inversely proportional to the min link capacity
of the network path. The slopes of the curves are approxiyn@ig2, 0.28,
0.33 and 0.38, respectively. Hence, for wireless netwdrksperceived link
capacity will change due to cross traffic.

The ns-2 wireless simulation topology was configured to tuhlaMbps.
The probe packet size was 1500 bytes.

10 2 3 4

5 6 7 8 5 6 7 8
Probe rate (Mbos) Probe rate (Mbos)

R A 10 I A 10
Probe rate (Mbos) Probe rate (Mbos)

Figure 6.3: The offered probe rate is compared to the medgqunabe rate.
The slope of each curve is inversely proportional to the kalacity. The
cross traffic rate is 0 Mbps in the upper left diagram, 0.5 Mipslbps and 2
Mbps in the bottom right diagram.

Since active end-to-end measurement techniques measuiekitharac-
teristics during a time interval, the cross traffic load magmge during this
interval. If that happens, the link capacity might changedrduthe measure-
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ment session. Measurement methods today do not addregsdahlem. Since
available bandwidth measurement methods rely on an estiaidhe link ca-

pacity, a changing link capacity will introduce errors ie tivailable bandwidth
estimation.

6.2.2 Moving nodes

In ad-hoc wireless networks the distance between mobilesathy change
due to mobility. This creates problems that measuremertadstmust handle.
When two mobile nodes move away from each other the radi@kagrength
will go down. The link capacity will decrease in discretepstevhen the radio
signal strength is reduced to certain threshold levelst iBhave have the same
problem as in Section 6.2.1, where variable link capacity diacussed.

As described in the introduction, all routing in ad-hoc natks is done by
the nodes themselves. When nodes move around, the routedyetwo nodes
may change since the signal strength may become zero betweerdes in
the route. Hence, two or more different end-to-end routeg beameasured
during one single dispersion-based measurement session.

If a static network topology is assumed (which is what disfer-based
measurement methods today typically do), this will causbl@ms. This topic
is subject to further study. We will look into how to detectdamandle route
changes when using dispersion-based measurement methods.

6.2.3 Lossrate

Packet losses are not very common in single-access netwasgecially not
in wired networks. When they arise it is typically due to ge@verflow at a
router somewhere in the path. However, in 802.11b wirelessarks the loss
rate is much higher. This is due to collisions on the sharediume, corrupt
packets, et cetera. Assume the following scenario. A dspetbased mea-
surement injects probe packets into the wireless netwaik ps estimate of
the available bandwidth becomes Using this rateA when sending pack-
ets on the wireless link may cause packet losses due to thentission error
properties of the wireless medium. This means that theabaibandwidth is
limited not only by the packet dispersion (i.e. the packet)raut also by the
loss rate.

Because of this fact we propose a definition of the availaatelidth that
addresses this problem.
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The link capacity is by definition the bit rate of the link (ithe number of
bits that can be transfered during time Further, the path capacity is defined
as the link capacity with the least bit rate on a given pattsistimg of H links.
Itis defined a€” = min;—1. g (C;), wherei is the link index.

The utilization of a link is by definition the number of bitatrsfered during
time 7 divided by the link capacity. The utilization is within theterval[0, 1].

The definition of available bandwidth on one single link inKlcapacity) *

(1 - utilization) during timer. The available bandwidth between two end hosts
then becomed = min;—,._ g (C; * (1 —u;)), whereu; is the utilization of link
1.

To compensate for the loss rate, a term describing the Ideswast be

added to the equation describing the available bandwidtkeab/Ne get

(6.1)

Y

A= min (C;x (1= ui))] # (1= Lyapn)

whereL,,;, describes the total probe packet loss rate due to conteseiem
on the path when sending packets at a rate corresponding &v#iilable band-
width. Equation 6.1 assumes that all losses occur on or dogars the link
with least available bandwidth. Should losses occur elsegjtour definition
is conservative.

This definition also holds in ordinary single-access nekspsince the loss
rate is close to 0.

6.2.4 Time control

This subsection discusses the difference between simgksa and 802.11 net-
works at the MAC-layer. In 802.11 networks the sender at fipdieation layer
does not know when a packet is transmitted on the link. Padket are sent
from a node traverse the network protocol stack from the &yer down to
the lower layers. The top layers (application, transpodt metwork layer) are
the same regardless if a single-access or a 802.11 netwoskisby the node
sending the packet. However, the lower layers (MAC and miaysdiffer.

When sending a packet using single-access networks we paroxapate
the time between sending the packet from the applicaticerlagd transmitting
the packet onto the link. The time spent in the protocol stagkore or less
constant for each packet, assuming that the send rate isigiodrithan the
capacity of the network itself. That is, we can calculatedfiered dispersion
between two successive probe packets.
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2) Busy channel, backoff and
contention phase

H ‘ | 3) Probe packet | |4) ACK

1) Probe packet ready to 5) Ready to send next
be transmitted probe packet

Figure 6.4: The MAC-layer scheme when sending a packet usi802.11
network.

However, in a 802.11 wireless network the lower layers witlice time
jitter between successive probe packets. This jitter dépen, among other
things, cross traffic using the same radio frequency chanmeFigure 8.11
the jitter effect is illustrated. A probe packet is sent ie tipplication layer
and traverses down through the protocol stack to the MACrlaybe probe
packet is ready to be transmitted on the shared medium atetidy (1) in the
figure. Because of other traffic the probe packet has to wdil tine shared
medium is idle. The time a probe packet is in the contenticasph{shown by
(2) in the figure) depends on the cross traffic. When the prabkai is actually
successfully transmitted (3) the node has to wait until dmawledgment is
received (4). The time to receive an acknowledgment dependgher com-
peting packets and the network latency. That is, the digpetsetween two
successive probe packets is not deterministic.

When the analysis phase is performed, the offered dispersitues ob-
tained from the data collection phase is one important caraptto produce a
good estimate of the measured network path characteriatabe-packet dis-
persion jitter will make the estimate of the network chagsstic less accurate.
To get more accurate estimates, the analysis requires nispersion samples
which means that more probe packets have to be sent. Howleigeshould be
avoided since the bandwidth in wireless networks is usua#éybottleneck.

Exactly how the dispersion jitter will affect current erat¢nd dispersion-
based measurement methods is a subject of further research.



6.3 Conclusions

In this paper we have analyzed properties in IEEE 802.11cadretworks
that differs from single-access networks, from the view spdrsion-based
measurement methods.

We have performed ns-2 simulations to show that the link cigpeary de-
pending on the cross traffic load. Further, we have exterftetetrm available
bandwidth to cope with packet losses in wireless networkghé article we
raised the thought that variable link capacity and lossmatg cause problems
to dispersion-based measurement methods.

We have also discussed the problems of moving nodes, roategels and
dispersion time jitter at the probe sender.

In future research, we intend to study how the link capadityy\n larger
non-simulated topologies. Further we will study how to deéend handle route
changes in an ad-hoc network when using dispersion-basttbdse Our ex-
tended definition of available bandwidth is also subjectusttfer study. We
will investigate to what extent our extended definition iedy pessimistic. Fi-
nally, we will explore how time jitter will affect contempary available band-
width measurement methods.
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Abstract

This paper describes the active available bandwidth measamt tool Diet-
Topp. It measures the available bandwidth and the link agpan an end-to-
end path having one bottleneck link. DietTopp is based ompl#ied TOPP
method. This paper describe and motivate the simplificatiord assumptions
made to TOPP. Further, the paper describes some of the Pigifigplemen-
tation issues.

A first evaluation of DietTopp in a testbed scenario is madethithis
evaluation the performance and measurement accuracy tfdpie is com-
pared to the state-of-the-art tools Pathload and Pathrate.

We show that DietTopp gives fast and accurate estimationsotf the
available bandwidth and the link capacity of the bottleniadk
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7.1 Introduction

Measurements in best-effort networks are important fowagk error diagno-
sis and performance tuning but also as a part of the adaptiehimery of user
applications such as streaming video. Within our researehave focused
on actively measuring available bandwidth between two ostvend-points.
Such active measurements are done by injecting probe patkih a pre-
defined separation) into the network. The probe packetsraedtamped at
the receiver end. These time stamps are then used to forntiamatsof the
available bandwidth. This is discussed in more detail iniSed.2.

State-of-the-art bandwidth measurement tools and metiredsr example
TOPP [1], Pathload [2], Pathchirp [3], Delphi [4] and Sprik An overview
of methods and tools in this area can be found in [6].

Within the scope of this paper we have developed, implendesme eval-
uated a new available bandwidth measurement tool called@ip. This tool
relies on a simplification of the TOPP bandwidth measuremeethod [1].
We show that DietTopp gives fast and accurate estimatestbftbe available
bandwidth and the measured link capacity when there is ongested link in
the end-to-end path.

This paper is organized as follows. The TOPP measuremeritochés
briefly described in Section 7.2. The simplifications andiegstions made by
DietTopp are discussed and motivated in Section 8.2.1.TDjgt implemen-
tation issues are described in Section 7.4. Section 8.2&ithes the testbed
that has been used to evaluate our DietTopp implementatiuite Section 8.3
shows and discusses the obtained results. Section 8.3@igoace DietTopp
to other state-of-the-art measurement tools.

7.2 TOPP: the original method

This section briefly describes the original TOPP measurémethod that es-
timates the available bandwidth and link capacity on anterelrd path. More
information on definitions and theory can be obtained from [1

The TOPP measurement method is divided into two phases,rieng
phase and the analysis phase. These two phases are sgqieateibed in the
following two subsections.
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7.2.1 Probe phase

Starting at some offered probe ratg;,, the TOPP method injects probe
packet trains, where each train contalrsqually sized probe packets, into the
network path. When all probe trains corresponding to a pratew,,,;,, have
been received on the other end, TOPP increases the offéeed+a0,,,;,, + Ao.
Another set of probe packet trains are sent through the mkttdhe new probe
rate. This is repeated until the offered probe rate reaatres specified probe
rate€o,,qaz (.. 0 > 0maz)-

The probe packet separation changes between the prober serttiéhe
probe receiver. This is due to thettleneck spacing effeft] which basically
says that the time separation increases in a predictablaenarhen a link is
congested.

The receiver time stamps each packet arrival. Hence, thaegehiaa probe
packet separation can be measured. The time stamps aresggttoLcalculate
the measured probe rate When the measured probe rate and its correspond-
ing offered probe rate is known the analysis phase of TOPReaxecuted.
The analysis is described in the next subsection.

7.2.2 Analysis phase

The analysis builds on comparing the offered probe sate® the measured
probe raten; on each probe rate levél If plotting the ratioo; /m; on the y-
axis antb; on the x-axis for alf, we get a plot like the theoretical one in Figure
8.1. When the network is underloaded thém; ratio will be close toy = 1.
When TOPP increases the offered probe rate some link on thveriepath will
eventually get saturated. Hence, the measured probe ritdestease since
the probe packet separation increases (due to the bottlepacing effect).
This causes the curve to rise. Segnigns linear and the slope corresponds to
the link bandwidth of the first congested link. The availdiéadwidth of the
end-to-end path is defined as the intersection ef 1 and the linear segment
by (t1).

If there are more than one congested link on the end-to-etidtpa curve
will be divided into several linear segments, when incnegie offered probe
rate. Each new segmerdt, andbsz, corresponds to the fact that an additional
link has been congested. That is, the number of linear setgndepends on
the number of saturated links on the end-to-end path. Theatain point for
each link can be calculated using ¢t andts in the figure.

The original TOPP method can, in many cases, determine hpttwend-
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Offered / Measured probe rate

ty ty tz  Offered probe rate

Figure 7.1: Plot of offered prob rate / measured probe ratefanction of the
offered probe rate. The three segmednts b3 corresponds to three congested
links whilet; - t3 are breakpoints between congested links.

to-end available bandwidth (corresponding to the intdise®fy = 1 and

the linear segmerit;) but also the link available bandwidth of each congested
link. This is done by extracting additional informationfindhe linear segments
shown in Figure 8.1. Exactly how this is done is described]n [

7.2.3 TOPP complications

The problem with the original TOPP method is its complexaitise algorithm
it uses to estimate the segment intersection points. Thiesthe TOPP anal-
ysis phase computationally expensive. It is feasible, asvstin [1] but takes
a lot of computation power.

7.3 DietTopp

This section describes DietTopp. That is, the simplifiasiore have made to
the TOPP analysis.

DietTopp assumes that only one link between the sender aréteiver is
congested. That s, there will only be one linear segmeniguore 8.1 (i.e ;).
Hence, the end-to-end link capacity is proportional to tbees of segment;
and the end-to-end available bandwidth is defined as thesgxtgon ofb; and
y = 1 (¢1). Thatis, the iterative part of TOPP can be omitted.
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Since we want to identify;, the first step is to ensure that DietTopp sends
probe packets at a rate above the available bandwidth gaoneling tot; in
Figure 8.1). This is done by calculating the proportionarshps,, .., of the
end-to-end path at probe raig, ... Hence,psimae = Oomaz /(T + Omaz) *
whereo,,,.. is the maximum offered probe rate,the cross traffic and the
link capacity of the congested link. The,, .., is estimated by injecting a set of
probe packets back-to-back into the network and then meaiseir separation
at the receiver. Thgs,,.. iS an overestimation of the available bandwidth, as
discussed in [1] (and referred to as the asymptotic dispersite in [8]).

When DietTopp has obtained a valueef,, ., it continues the probing
phase by injecting probe packets at rates in the intg§pglaz, 2 * PSmaz),
wherez is a constant. This will generatg/m; values corresponding to the
linear segmeni; in Figure 8.1. That is, DietTopp can calculate the link capac
ity by finding the slope ob; and the available bandwidth by calculating the
intersection ob; andy = 1. This is done using linear regression.

We argue that the assumption that only one link is congestagath is not
too far fetched. Usually the bottlenecks are found in thessoetworks, close
to the user, for example when the user is using a wirelessemtiom. Usually
wireless links provides a much lower bandwidth than theagste links in the
path.

Other probing tools that assume one single bottleneck liekpruce [5]
and Delphi [4]. In addition, these tools require prior knedde of the bottle-
neck link capacity. This is not the case when using DietT@ppthe contrary,
DietTopp will estimate that capacity as part of its estimatprocedure.

7.4 Implementation of DietTopp

This section gives an overview of the DietTopp implementatiMore infor-
mation about the implementation ca be obtained by downtagtthie tool along
with its source code [9].

DietTopp is designed for Unix system and is implemented in Qt-has a
sender and a receiver part. The sengtebesthe network path by injecting a
set of packet trains at different rates similarly to TOPRtfim original method
TOPP used pairs of probe packets instead of trains of probkeps. The
receiver records the time for each probe packet arrival.s&@values are sent
back to the probe sender for analysis. The analysis is dang aar simplified
TOPP method described in Sections 7.2 and 8.2.1.

The probe packets used by DietTopp are UDP/IP packets witheao$
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1500 bytes. The packets are divided in trains where eaah ¢raisists of 16
packets. On each probe rate level DietTopp sends 5 trairetTdpp uses 15
prob rate levels in the interv@sqz, 2 * PSmaz] DY default.

When DietTopp is measuring the proportional share (desdrib Section
8.2.1), 15 trains with 48 packets in each are sent at the maxiprobe rate
(i.e. the sender’s link speed).

The DietTopp implementation can be summarized as follows:

Send a set of probe trains at maximum rate
Record the probe packet arrival times at receiver
Send time stamps back to sender

. The proportional share{) is estimated using the arrival times

A A

. The sender initiates and transmits a set of probe traitisrades in the
interval[l * ps, 1.5 * ps]

. The receiver records the probe packet arrival times
. The arrival times are sent back to the sender

. The arrival times are analyzed using our simplified TOPEhot

© 0 N O

. If the correlation is large enough and if the standard atem small
enough DietTopp presents its results and terminates

10. Else, repeat from step 1, but increase the number of grabkets in
each train

7.5 The testbed

The testbed we have used in this work consists of 7 ordinamnB¢hines. The
PCs acting as routers (R1 - R3) are connected by 10 Mbps lihKe the rest
of the links can communicate at 100 Mbps. The testbed is shoviaigure
8.2. The probe tool sender is running 8while the receiver is running on the
destination machinB.

The cross traffic can either take the rolfd — R1 — R2 — X2 or
the routeX1 — R2 — R3 — X2. The cross traffic itself is exponentially
distributed and consists of 60, 148, 500 and 1500 byte psitkés corresponds



Figure 7.2: The testbed used for a first evaluation of DiepTop

to the packet size at tHimk layer). This distribution of packet sizes originates
from findings in [10]. The cross traffic is generatedtgy11].

An important observation is that the ethernet cards usedeitestbed can
not send packets back-to-back. The cards add a gap cordisgda 25 bytes
between two successive packets. This will be manifestefiadispackets will
have an increased effective packet size. That is, a 500 agkep will have
an effective packet size of 525 byte when the ethernet cartiremusly has to
forward packets.

7.6 DietTopp Evaluation

This section presents a first evaluation of DietTopp. We Iaréormed mea-
surements in the testbed described in Section 8.2.2. Tiss ¢raffic flows
through the rout&X1 — R1 — R2 — X 2. Thatis, the probe packets injected
by DietTopp are only affected by cross traffic on one hop (between one
pair or routers). The cross traffic composition and distrdsuis described in
Section 8.2.2.

We have used the state-of-the-art tools Pathload and Ratfal?] to
compare the accuracy and performance of the measuredidgailandwidth
and link capacity. We show that DietTopp gives accurate astl éstimates.
The results are presented and discussed in the followingestibn.

7.6.1 Measurement results

The measurements in Figure 8.3 originate from DietTopp omeasents under
four different cross traffic intensities - 0, 3.75, 6.26 and8Mbps (shown
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on the x-axis). The y-axis shows the measured link capattitgl( solid line)
and measured available bandwidth (thin solid line). Thk tiapacity has a
decreasing trend when increasing the cross traffic intenBitactly why this
happens is subject of further research.

DietTopp measurement resulte: Link capacity and
available bandwidth

Measured value (Mbps)

[t} 3,75 5,28 276
Cross traffic (Mbps)

Figure 7.3: Link capacity (thick solid line) and availablkergwidth (thin solid
line) measured by DietTopp.

DietTopp and Pathload: comparizon of measured
link capacity
10
’g 9.8 4 .
See| IITEeai.l
EN-YR \{\i\{
o
5 92
- 972
£
o 59
i
o
= 8284
86 T
o 3,75 6,26 8,76
Cross traffic (Mbps)

Figure 7.4: Link capacity measured by DietTopp (solid lire)d Pathrate
(dashed line).

The diagram in Figure 8.4 compares the measured link capab#n using
DietTopp (solid line) and Pathrate (dashed line). It is ctkat DietTopp un-
derestimates the link capacity in comparison to Pathratiamsation. However,
Pathrates estimation is in turn an underestimation conoparéhe theoretical
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link capacity of 10 Mbps.

DietTopp and Pathload: comparizen of measured
available bandwidth

Measured value (Mbps)

[t} 3,75 5,28 276
Cross traffic (Mbps)

Figure 7.5: Available bandwidth measured by DietTopp (kdihe) and
Pathload (dashed line). The theoretical available banttiwglshown as the
double dot dashed line.

DietTopp and Pathload: comparizon of time
consumption

Time (s)

40 4 e

-

204 s

0 375 6,26 8,76
Crose traffic (Mbps)

Figure 7.6: Time consumption at different cross traffic sat@he solid line
corresponds to DietTopp while the dashed line correspanBathload.

The diagram in Figure 8.6 is a comparison of the measurethbl@band-
width. The solid line corresponds to DietTopp while the dakline corre-
sponds to Pathload. The double dot dashed line is the tlearavailable
bandwidth under different cross traffic rates. Here we satlibth methods
estimate the available bandwidth quite well, even if Patiltends to overesti-
mate in some cases.
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The diagram in Figure 8.5 is a performance comparison ofTogt and
Pathload. The diagram compares the time consumption of@pgt(solid line)
and Pathload (dashed line). As can be seen, the time to necthsuavailable
bandwidth using DietTopp is almost constant while for Rzdhlthe time grows
exponentially.

DiefTopp and Pathlead: comparizon of transfered
bits

35000000
30000000 .
25000000 )
7 b
1 20000000 .
T 15000000
10000000
5000000 4
0
0 375 626 876

Cross traffic (Mbpe)

Figure 7.7: Number of transfered bits by DietTopp (solice)irand Pathload
(dashed line).

DietTopp and Pathlead: comparizon of tranzfered
bits / second

1400000

1200000
1000000
800000 4

E00000
400000 4
200000

0

Bits / second

......

0 3,75 5,28 a878
Cross traffic (Mbps)

Figure 7.8: Number of transferred bits / second by DietToggid line) and
Pathload (dashed line).

It should also be noted that DietTopp does not only meas@ravhilable
bandwidth during its execution time, but also the link caiyaaf the congested
link.



The diagrams in Figure 8.7 and 8.8 compare the number ofrhitsferred
totally during a measurement session and the number ofraitsferred per
second when using DietTopp (solid line) and Pathload (dh&he). Pathload
uses more bits, but since DietTopp runs over a shorter pefitiche DietTopp
is more aggressive as can be seen in the diagram in Figure 8.8.

To summarize, our first evaluation of DietTopp shows thatTipp esti-
mates both the link capacity and the available bandwidth e@mparable and
in some cases better accuracy than Pathload and Pathratiher-wur tool
runs over a shorter period of time. The drawback is that DigpTis more
aggressive than both Pathload and Pathrate.

In our continued work we will investigate how the aggressass of Diet-
Topp affects TCP flows and other communication protocolswillalso try to
make estimations of the available bandwidth and the linlacayp with equal
accuracy but with fewer probe packets.

7.7 Conclusions

We have simplified the TOPP measurement method and implechémt new
method in a tool that we call DietTopp. We have described antivated
the simplifications and assumptions made to TOPP. Furtreehave done an
initial evaluation of the accuracy and performance of Digid. We have also
compared DietTopp to the measurement tools Pathload ahdaRat

We have shown that our tool gives accurate estimate, in thehop case,
of the available bandwidth and an acceptable estimate ofiikecapacity.
Compared to Pathload our solution is quicker, but with tteswrack of a higher
network aggressiveness.

We will continue our research by investigate how DietTopacte when
cross traffic is present on multiple links. We will try to finday to keep the
estimation accuracy but decrease the number of probe st Finally, we
will investigate how the accuracy and speed is affected bgless networks.
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Abstract

For active, probing-based bandwidth measurements peefibion top of the
unifying IP layer, it may seem reasonable to expect the nreasent problem
in wireless networks, such as ad-hoc networks, to be nordiftehan the one
in wired networks. However, in networks with 802.11 wiral¢isks we show
that this is not the case. We also discuss the underlyingnsdsr the observed
differences.

Our experiments show that the measured available bandigidépendent
on the probe packet size (contrary to what is observed indwisgworks). An-
other equally important finding is that the measured linkagdty is dependent
on the probe packet sizand on the cross-traffic intensity.

The study we present has been performed using a bandwidgunesaent
tool, DietTopp, that is based on the previously not impletedTOPP method.
DietTopp measures the end-to-end available bandwidth efaork path along
with the capacity of the congested link.
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8.1 Introduction

Wireless networks, used when connecting to the Internehenvseveral nodes
want to communicate in an ad-hoc manner, are becoming mdrenare pop-
ular. Because of the increased dependence on wirelessnkaebnology, it
is important to ensure that methods and tools for networkop@ance mea-
surement also perform well in wireless environments. |s gaper, we focus
on performance measurements in terms of network bandwidth,link band-
width and the unused portion thereof; the available banthwid

Measurement of network properties such as available battkvi for ex-
ample ad-hoc networks are important for network error disigrand perfor-
mance tuning but also as a part of the adaptive machinerytafonk applica-
tions such as streaming audio and video. Since the exaa bmitveen two
nodes in an ad-hoc network is usually unknown and may chaiitjewt no-
tification to the application layer the end-to-end measemmf the available
bandwidth should not require any infrastructure or preaittesd components on
each node. To achieve that, intermediate end-to-end baltliwieasurement
methods can be applied.

State-of-the-art bandwidth measurement methods are éonple Pathchirp
[1], Pathload [2], Spruce [3] and TOPP [4]. The basic prifeig to inject a
set of measurement packets, so calieobe packetsinto the network. The
probe packets traverse the network path to a receiver nddehwme stamps
each incoming probe packet. By analyzing these time stastpeates of the
link capacity and/or the available bandwidth can be mader nkany end-
to-end available bandwidth measurement methods no prekioowledge of
the underlying network topology is needed. Therefore, badiith estimation
methods are well suited for end-to-end performance meamnts in ad-hoc
networks.

The existing methods differ in how probe packet are sent fiihlt pat-
terns) and in the estimation algorithms used. An overviewnethods and
tools in this area can be found in [5].

In the following sections, we describe and measure bandivéstimation
characteristics when probing in 802.11 wireless netwovks.show that both
the measured available bandwidth and the measured linicitppae depen-
dent on the probe packet size. Furthermore, our measureinditate that the
measured link capacity is also dependent on the crossetraté. We discuss
the origins of some of the observed behavior.

The measurements have been performed in a testbed cogthotimwire-
less and wired hops. Our testbed topology only consist ofwangless hop,
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but we believe that our results illustrate the measuremestilgm for larger
ad-hoc networks, consisting of several wireless hops, #sTeeproduce mea-
surement results we have used DietTopp, a tool that meatheesvailable
bandwidth and link capacity of an end-to-end path. For caispas and to
illustrate that our observations are not tied to a certaiasuageement tool, we
have also used the tool Pathload, that measure the avalilahtbwidth of an
end-to-end path, in our experiments.

Earlier work has touched upon the problem of active measeinésnof
bandwidth in wireless networks. In [6] we discuss the maiobfgm areas
when deploying existing bandwidth measurement methods-imo& networks.
For example, we observed using ns-2 simulations, that tresumed link ca-
pacity show dependence on the cross-traffic rate.

Measurement results presented in [7] indicate that theadtaibandwidth
is dependent of the probe packet size. Our study extendsttitht by showing
that both the available bandwidth and the measured link capacity rittp@e
both the probe packet size and the cross-traffic rate. Runtfeeuse a more
complex measurement topology to verify their findings.

The rest of this paper is organized as follows. Section &l2sktribes the
original TOPP measurement method. DietTopp, which is oylémentation
of a modified TOPP method, is also presented. Section 8.2.déscription of
the testbed we have used for the investigation of the baribwig¢asurement
problem in wireless networks. Section 8.3 shows measuremasults from
using DietTopp in wired as well as in wireless networks. Wacdss the re-
sults and compare them to results obtained by Pathload.ctiose3.4 some
important observations are made. The paper ends with cginakiin section
8.5.

8.2 Experimental setup

This section describes our experimental setup. That isytbesurement tool
(DietTopp), our testbed and what kind of measurements we pavformed
and their relevance to ad-hoc networks.

8.2.1 DietTopp

DietTopp has its origins in the previously not implement&PP [4] method
and uses the measured dispersion of probe packet trainktdata bandwidth
estimates.
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In short summary DietTopp works as follows. Starting at saffered
probe rate,,;,, DietTopp injectsn probe packet trains, where each train con-
tains k£ equally sized probe packets, into the network path. Whepralbe
trains corresponding to a probe ratg;, have been transmitted, DietTopp in-
creases the offered rateby Ao. Another set of probe packet trains are sent
into the network with the new probe rate. This is repeatéiches until the
offered probe rate reaches some specified probejate.

: 0.
a i

Figure 8.1: Plot of the ratio; /m; as a function 0#;.

The probe packet dispersion may change as the probe pachketsse the
network path between the probe sender and the probe rec&hieris due to
thebottleneck spacing effeff] and/or interactions with competing traffic.

The receiver time stamps each probe packet arrival. Hengeglaange in
probe packet separation can be measured. The time stamsedrt® calculate
the measured probe rate;.

When all measurements are collected, DietTopp computasitio; /m;
for all ¢. If plotting the ratioo;/m; on the y-axis and; on the x-axis for
all i, we get a plot like the theoretical one in Figure 8.1. If thepéirsion
of the probe packets would remain unchanged after travefghle network
path, the measured rates,, on the receiver side would be the same as the
offered rate®;. Expressed differently, the ratig/m; would equal 1. The link
that limits the available bandwidth of the path will evedly@et congested
when increasing the offered probe rate. This causes thesdarvise since
the ratem does not increase as much as the ratdf the link capacity isl
and the available bandwidth isthe relation between; andm; is given by
o/m = (1 —a/l) + o/l (when one link is congested) [4].
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Segmenb in the figure is linear and the slope corresponds to the link ca
pacity of the congested link. The available bandwidth ofehd-to-end path is
defined as the intersectiongf= 1 andb (i.e. a in the figure) [4].

To speed up the probing phase of DietTopp we want to avoid aneagents
belowa. Thatis, we want to ensure that,;,, > a. This is done by estimating
Mmmaz Which is done by injecting a set of probe packets at sgfg, and then
measure their separation at the receiver. According tef4]. is greater than
the available bandwidtmd,,, ... is referred to as the asymptotic dispersion rate
in [9]).

Having a value ob,,;,, > a, the procedure described above is executed to
find the link capacity and available bandwidth.

DietTopp is implemented in C++ on Unix platforms and can bemloaded
from [10].

8.2.2 The testbed

The testbed used consists of 9 computers running Linux, showigure 8.2.
The link speed for each link is shown in the figure. The linkengen X w1,

Xw2 andR1 are 802.11b wireless links while the link betwegmandR1 can
either be a 802.11b wireless link or a 100 Mbps wired link.

11Mbps

10/100 [7A5]__ 10ombps lgl

R3 b

11/100Mbps x2 B

s

Figure 8.2: The testbed is constructed by one wireless fhmee routers and
several cross-traffic generators (on both the wirelesstandired links)

The cross traffic, generated by a modified versioty¢1 1], can either take
the routeX1 - R1 — R2 — X2 ortherouteX1 - R2 - R3 — X2.
Cross traffic can also be generatedXwl1andXw2 on the wireless hop. The
cross traffic is either constant bit rate (CBR), exponetiglareto distributed
(shape = 1.5). Further, the cross traffic consists of 60 (48%8 (11%), 500
(11%) and 1500 (32%) byte packets. This distribution of ghekzes originates
from findings in [12].
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8.2.3 Experiments

In this paper we want to identify possible problems assediatith bandwidth
measurements in wireless networks, such as ad-hoc netweirss we show
two measurements using DietTopp in a wired scenario. Thisvalidate that
our tool is sound in the simple wired case before turningnéitte to the more
complex case of estimating end-to-end bandwidth in wiretestworks. We
compare DietTopp results to theoretical values as well aaloes obtained
from Pathload.

The measurements in the wireless scenario is done usingdpiet We
elaborate on the impact of probe packet size, the crodgstdibtribution,
the number of probe packets sent and on the number of craffis-jenera-
tors in the wireless network. We compare our results to tesldtained from
Pathload.

This work is related to the work presented in [7]. We extend aom-
plement that work in the following way: We use our newly deypsd tool
DietTopp, that measured both the link capacity and the avkslbandwidth of
the bottleneck link. Previous work has only focused on tteélalle bandwidth
on wireless links. Further, we use a more complex testbealagy.

8.3 Experimental results

This section presents the results obtained using DietToppred and wireless
scenarios. We have used Pathload [2] to compare and disteissbtained
measurement results. In the diagrams all measurementsesalshown with
a 95% confidence interval.

8.3.1 Measurement results in wired networks

This section presents measurements done with both DietdagpPathload
in an all wired scenario. This section is to show by exampé thur tool,
DietTopp, measures both the link capacity and the availabrewidth in a
sound way.

The diagram in Figure 8.3 illustrates results from DietTopgasurements
using four different cross traffic intensities on link R1 - RID Mbps link
capacity in this case), shown on the x-axis. The cross trafflnk R2 - R3
(100 Mbps link capacity) is a 8.76 Mbps stream. Both croaffitrstreams are
exponentially distributed. The y-axis shows the measurdddapacity (thin
solid line), the measured available bandwidth (thin dadined, the theoretical
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link capacity (thick solid line) and the theoretical availabandwidth (thick
dashed line). As can be seen the correlation between measareesults and
the theoretical values is good.

DietTopp measurement results in wired networks: Link capacity
and available bandwidth

Measurement (Mbps)
-

0 375 6,26 876
Cross traffic (Mbps)

Figure 8.3: Link capacity (solid lines) and available baitttv(dashed lines).
Thick lines corresponds to theoretical values while thired are values ob-
tained from DietTopp.

The diagram in Figure 8.4 is a comparison of the measurethbl@band-
width using DietTopp (dashed line) and Pathload (solid)lifiéne same testbed
and cross traffic setup is used as in Figure 8.3. We see thattdols report
similar estimates of the available bandwidth.

We have now given an indication that DietTopp estimates tragHink ca-
pacity as well as the available bandwidth in wired networthvgiood accuracy,
both compared to theoretical values and compared to oreeatdhe-art band-
width measurement tool, Pathload. In the next subsectiomwvestigate the
impact of wireless bottlenecks on the measurement results.

8.3.2 Measurement results in wireless networks

This subsection presents our results from measurements D&tTopp where
the bottleneck is a wireless link (the link between S and Rthatestbed as
described in subsection 8.2.2) which is the case in ad-hoelegis networks.
Cross traffic is present on both of the wired links R1 - R2 and-R3, but
the rate is limited to approximately 9% of the correspondiinigcapacity (100
Mbps in this case). That is, the wireless link is the link tivatts both the link
capacity and the available bandwidth. The cross trafficatl®0 Mbps links
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Comparison of DietTopp and Pathload in a wired network

.

\ e

' e T

o 375 6,26 8,76
Cross traffic (Mbps)

Measurement (Mbps)

Figure 8.4: Available bandwidth measured by DietTopp (eédsline) and
Pathload (solid line).

between R1, R2 and R3 is pareto distributed and consists iffiedaht packet
sizes. The cross-traffic configuration on the wired linkshis $ame for each
experiment presented in this section.

The probe packet size affects both the measured link cyauwitthe avail-
able bandwidth estimate when the bottleneck in an end-tipath is a wireless
link. We illustrate and describe this phenomenon in a setagfrdms below.

DietTopp evaluation: CBR

~

@

@

IS

w

Measurement (Mbps)

~

o

1500 1250 1000 750 500 250
Probe packet size (byte)

Figure 8.5: Available bandwidth (dashed lines) and meaksiink capacity
(solid lines) measured under 0, 250 Kbps and 500 Kbps craffictrates).

The two upper curves in Figure 8.5 show the measured linkaiyp@olid
line) and the measured available bandwidth (dashed linejwio cross traffic
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DietTopp evaluation: Variable probe packet size in wired
networks

b
H
L
[ o

Measured (Mbps)
"
"

1500 1250 1000 750 500 250
Probe packet size (byte)

Figure 8.6: Available bandwidth (dashed line) and link adtya(solid line)
measured by DietTopp in a wired network using different grphcket sizes.
The cross traffic is a 3.26 Mbps pareto distributed stream X Mbps link.

is present on the wireless link. Varying the probe packet 8iam 1500 bytes
down to 250 bytes gives decreasing values of both the mehinkecapacity
and the measured available bandwidth. It should be obsehatdhe total
number of bits remains constant independent of the probkepaize. The
total amount of probe data sent by DietTopp in these measntsis 1.2 Mbit.
Each probe train consists of 16 probe packets and we sendo® pains on
each probe rate level. The number of probe rate levels depemthe probe
packet size; decreasing the probe packet size increasesithieer of probe
rate levels.

The two middle curves show measurement values when the258 Kbps
CBR cross-traffic stream on the wireless link. The two bottmves corre-
spond to the case when a 500 Kbps CBR stream is present. Tleedsameas-
ing trend for the measured link capacity and the measurethblebandwidth
is visible. An interesting phenomenon is that the diffeeehetween the mea-
sured link capacity and the measured available bandwiditstéo be smaller
for small probe packet sizes. Why this is the case is a subjeftirther re-
search.

For comparison we have varied the probe packet size in anitdtwet-
work. The measurement results can be seen in Figure 8.6.tBetmeasured
link capacity and the available bandwidth are quite statfilat is independent
of the probe packet size.

We have also done measurements using Pathload, a tool timaaes the
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available bandwidth using 300 byte packets. The resulioéd from using
Pathload in our testbed with different cross-traffic digitions and intensities
can be seen in Table 8.1. When comparing results obtainecthjoRd (in
Figure 8.5) to those of DietTopp we can see that Pathloadrtepwailable
bandwidth measurement estimations that are in line witimesions made by
DietTopp (using interpolation between packet sizes 25058@dbytes).

| Cross traffic | Measurement (Mbps) |

0 2.32 - 2.39
250k cbr 1.67 - 1.67
250k exp 1.73 - 1.73
250k par 1.40 - 1.63
500k cbr 0.96 - 0.99
500k exp 0.87 - 0.95
500k par 1.27 - 1.29

Table 8.1: Measurement results obtained from Pathloadruhdenfluence of
different cross-traffic distributions.

DietTopp evaluation: Exponential

Measurement (Mbps)

1500 1250 1000 750 500
Probe packet size (byte)

Figure 8.7: Available bandwidth (dashed lines) and meaksiink capacity
(solid lines) measured under 0, 250 Kbps and 500 Kbps expiatigrdis-
tributed coss-traffic.

Figures 8.7 and 8.8 report results from the same type of measnts as
in Figure 8.5. However, in these two scenarios we have useeé samplex
cross-traffic distributions. In Figure 8.7 we have used exgntially distributed
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DietTopp evaluation: Pareto

Measurement (Mbps)

1500 1250 1000 750 500 250
Probe packet size (byte)

Figure 8.8: Available bandwidth (dashed lines) and meakiink capacity
(solid lines) measured under 0, 250 Kbps and 500 Kbps paiistabdited
cross-traffic.

arrival times for the cross-traffic packets while in Figur® &e have used
pareto distributed arrival times. As can be seen in both éigitine confidence
intervals are larger when the cross traffic is burstier. &l obvious that the
curves are less smooth compared to the CBR case in Figurén8tie pareto

case (Figure 8.8) it is hard to distinguish between the 250skdnd 500 Kbps
measurements of link capacity and available bandwidth. é¥ew we can still

see that the measured link capacity and available banduwadtbpendent on
both the probe packet size and the cross-traffic rate. Agaimparing the

measurement results (at the 300 byte probe packet siz@ \eitkelresults ob-

tained by Pathload (in Table 8.1) we can conclude that thiésdha bandwidth

estimate characteristics are compatible.

In Figure 8.9 we vary the probe packet size in the same marsnabave.
However, instead of keeping the total number of bits traresfeonstant we
keep the number of probe packets sent constant. The crdfis isgpareto
distributed. We see that even though the total amount ofgpdaita sent is less
at each probe packet size level the confidence intervalsindova

In Figure 8.10 two cross-traffic generators are generatiigkbps of CBR
cross traffic each. Comparing Figure 8.10 to the measureresuits in Figure
8.5 we see that the confidence intervals are larger whendavitdtiple cross-
traffic generators.
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DietTopp evaluation (constant number of probe packets):
Pareto

Measurement (Mbps)

1500 1250 1000 750 500 250
Probe packet size (byte)

Figure 8.9: Available bandwidth (dashed lines) and meaklin&k capacity
(solid lines) measured under 0 and 500 Kbps pareto dis&ibatoss-traffic.
The number of probe packets is constant.

8.3.3 Wireless measurement results discussed

In this subsection we will discuss the results obtained & ghevious sub-
section and the reasons for the difference between Dietffggsurements in
wired and in wireless networks.

We will derive the differences from Figure 8.11 which illceges the proce-
dure for sending a packet in a 802.11 wireless network. ,Rhietradio trans-
mitter at the wireless node needs a clear channel to senddiepon. This is
illustrated by step 1 and 2 in the figure. If someone else isguie channel
the sender does a back-off. It tries again after some timentally the packet
is sent, step 3 in the figure. When the receiving node gets ttdenpacket it
responds with a link-layer acknowledgment to the sendep(4). The sender
can now transmit the next packet.

The reason for the decreasing measurement of the measuaitsdbé/band-
width can be traced to the link-level acknowledgments ip &e&nd 4 in the
figure. That is, if the probe packet is small, the overheadded by the link-
level acknowledgment is larger than if the probe packet iange. We come
to the conclusion that large probe packets will measuregetavailable band-
width than small probe packets.

The contention phase (step 1 and 2 in the figure) is indepérdehe
packet size. The contention phase is instead dependent owuthber of send-
ing nodes in the wireless networks. Increasing the numbstatibns that want
to send traffic over the wireless network increases the meatime for each
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DietTopp evaluation: CBR from 2 wireless sources

Measurement (Mbps)
w
*’ P[ /
%

Probe packet size (byte)

Figure 8.10: Available bandwidth (dashed lines) and mesklink capacity
(solid lines) measured under 0 and 500 Kbps CBR cross-trafftee cross
traffic is generated by two different sources (250 Kbps each)

2) Busy channel, backoff and
contention phase

»
\ Time

1) Probe packet ready to 5) Ready to send next
be transmitted probe packet

Figure 8.11: A schematic picture of the procedure for segndirpacket in a
802.11 wireless network.

node. It also increases the variance of the waiting time.

In Figure 8.10 two cross-traffic generators are generatiigkbps of CBR
cross traffic each as described above. Since we have tweesdérabdes send-
ing traffic, this is likely to affect the contention phase iigée 8.11 in such a
way that we get larger confidence intervals in our measurémenlts. Com-
paring Figure 8.10 to the measurement results in Figure 8.bdeed see that
the confidence intervals are larger when having multiplestoaffic genera-
tors.

The results concerning the available bandwidth are in liitle vesults dis-
cussed in [7]. We validate and extend those findings by usiogrnomplex
testbed scenarios and our own tool DietTopp.

A theoretical description of why the measured link capaistgependent
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on both the probe packet size and the cross-traffic inteissitgubject of future
research.

A final remark is that in most figures we can see that the confielerter-
vals decrease with the probe packet size. Hence, we can Heagotclusion
that we get values with low standard deviation with smalbgrpackets. How-
ever, why this is the case is also a subject of future research

8.4 Other observations

Due to the fact that the probe packet size affects both thesumed link ca-
pacity and the measured available bandwidth when using®gt, a possible
method to identify a wireless bottleneck link in a networkipeould be: if
the available bandwidth (and the measured link capacitgipghs when prob-
ing the path with different packet sizes, this can be takesinasdication that
the path includes a wireless bottleneck. This is importardes as we have
discussed, wireless bottlenecks have different chaiatitarthan wired bottle-
necks. This is also interesting from an semi-ad-hoc petsjgeevhen one node
of an ad-hoc network is connected to an infrastructure, ssdhe Internet, it
is important to determine whether the bottleneck is withia &d-hoc network
or within the infrastructure. Is the bottleneck within thi:laoc network there
might be possibilities to route the data differently. Alsal-hoc router proto-
cols can perform better with an understanding of bottleaedgkhin the ad-hoc
network. However, this subject is left to future research.

An important consequence of the measurements we have prdserhis
paper is that the available bandwidth will be applicatiopefedent in ad-hoc
networks and when wireless links are a bottleneck in genéi@l example, a
voice over IP application or a distributed game probablysrmall packets to
send data while a file transfer application may use largekgiac The available
bandwidth for the applications will not be the same due tir fhecket size dis-
tribution, as indicated by the figures above that show dsarganeasurement
values when decreasing the probe packet size. This meansgtha probing a
path containing a wireless bottleneck link the estimat@oi tnust use a probe
packet size distribution that corresponds to the specifitieation.

8.5 Conclusion

In this paper we have shown measurements that illustrateiffezence be-
tween bandwidth measurements in wired and wireless nesystich as ad-
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hoc networks. We have discussed some of the underlying medso these
differences while other reasons are left to further redea¥ée have used our
own tool, DietTopp, to produce measurement results througthe paper. For
comparison and validity we have used Pathload. The measmtsrhave been
performed in a testbed where we have used different kindsgkdraffic, from
simple CBR to bursty pareto distributed cross traffic.

Our conclusions are that measurements in wireless netaoekassociated
with difficulties that can result in misleading bandwidthiestions. We have
shown that the packet size is critical to the bandwidth mesmsant value of
both the link capacity and the available bandwidth. Furtixer have shown
that the measured link capacity on wireless links does nigtdepend on the
packet size, but also on the cross traffic intensity. We h&s@addressed the
problem of application dependent probing.

Future research is to investigate why small packets givesvarlvariance
when used for active probing in wireless networks. We wtloainvestigate
why the measured link capacity vary when the probe packetsigy. Itis also
important to study what the variable measured link capaatitgined means
for wireless network applications.
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