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ABSTRACT

Adversarial Robustness Distillation (ARD) has emerged as an effective method to enhance the
robustness of lightweight deep neural networks against adversarial attacks. Current ARD approaches
have leveraged a large robust teacher network to train one robust lightweight student. However, due
to the diverse range of edge devices and resource constraints, current approaches require training a
new student network from scratch to meet specific constraints, leading to substantial computational
costs and increased CO, emissions.

This paper proposes Progressive Adversarial Robustness Distillation (ProARD), enabling the efficient
one-time training of a dynamic network that supports a diverse range of accurate and robust student
networks without requiring retraining. We first make a dynamic deep neural network based on
dynamic layers by encompassing variations in width, depth, and expansion in each design stage to
support a wide range of architectures (> 10'%). Then, we consider the student network with the
largest size as the dynamic teacher network. ProARD trains this dynamic network using a weight-
sharing mechanism to jointly optimize the dynamic teacher network and its internal student networks.
However, due to the high computational cost of calculating exact gradients for all the students within
the dynamic network, a sampling mechanism is required to select a subset of students. We show that
random student sampling in each iteration fails to produce accurate and robust students. ProARD
employs a progressive sampling strategy that gradually reduces the size of student networks in three
steps during training while applying robustness distillation between the dynamic teacher network
and the selected students. Finally, we leverage a multi-objective evolutionary algorithm based on
a proposed accuracy-robustness predictor to identify optimal architectures that balance accuracy,
robustness, and efficiency.

Through the experiments, we show that ProARD reduces the computational cost by 60 x and improves
accuracy and robustness by 13% and 14%, respectively, compared to random sampling. We also
demonstrate that our accuracy-robustness predictor can estimate the accuracy and robustness of test
student networks with root mean squared errors of 0.0073 and 0.0072, respectively.
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1 Introduction

Deep Neural Networks (DNNs) are highly effective in solving complex tasks, including image classification [38]], object
detection [39], and image segmentation [40]. Recently, DNNs have been widely used in security-critical applications,
such as self-driving cars [41], face recognition [42], and medical diagnosis [[70]], where robustness to input perturbations
is the primary concern. Despite their strengths, DNNs are susceptible to subtle and imperceptible changes in input data,
referred to as adversarial attacks [43]]. These vulnerabilities pose significant challenges for security-critical applications.
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Different strategies have been suggested to counter adversarial attacks and enhance the robustness of DNNs. Among
them, Adversarial Training (AT) is currently the most effective method for robustification [4]]. AT methods aim to
train an adversarially robust DNN such that its predictions are locally invariant to a small neighborhood of inputs.
However, AT requires a well-designed, high-capacity network architecture, and its effectiveness is limited in lightweight
networks due to their limited capacity [44]]. To address this issue, the Adversarial Robustness Distillation (ARD)
technique has been designed to transfer robustness from a high-capacity robust teacher network to a lightweight student
network [79]. Current ARD methods are limited to training a single student network and primarily focus on finding
the best training loss function based on the alignment between teacher and student networks [80]. Consequently,
addressing the heterogeneity of edge devices and resource constraints requires retraining various network architectures
tailored to each deployment scenario. Therefore, as the number of deployment scenarios (/V) increases, the total
cost of designing a lightweight network grows linearly (i.e. O(N)). This approach poses significant challenges for
practical implementation across varying hardware configurations, while also incurring substantial computational costs
and contributing to increased CO, emissions. Given this limitation, we pose the following question: How can we take
advantage of adversarial robustness distillation to provide a wide range of robust students efficiently without retraining
them?

This paper introduces a Progressive Adversarial Robustness Distillation (ProARD) training strategy to train a wide
range of student network architectures suitable for different deployment scenarios. ProARD makes a dynamic deep
neural network based on dynamic layers, including variations in width (kernel size), depth, and expansion in each design
stage to support a wide range of architectures. To train this dynamic network, we consider the largest configuration of
the dynamic network as the dynamic teacher and jointly train the dynamic teacher and students in a weight-sharing
mechanism. However, due to the huge number of students in the dynamic network, it is computationally prohibitive to
compute the exact gradient based on all students (more than 10 students). We address this by sampling a subset of
students by progressively reducing their size in each training iteration, and we show that this method works better than
random sampling. After training the dynamic network by ProARD, we utilize a multi-objective evolutionary search
algorithm alongside an accuracy-robustness predictor to identify the optimal student effectively. Our contributions can
be summarized as follows:

* We present a novel method called Progressive Adversarial Robustness Distillation (ProARD), designed to train
a dynamic network including a wide range of students by progressive sampling.

* We propose a joint accuracy-robustness predictor to efficiently estimate the robustness and accuracy, leveraging
it in the multi-objective evolutionary algorithm to quickly find the best architecture based on the resource
constraints without retraining.

* We extensively evaluate the distribution of the robustness and accuracy of students and the effectiveness of
our accuracy-robustness predictor and multi-objective search mechanism on the CIFAR-10 and CIFAR-100
datasets with the dynamic networks based on ResNet and MobileNet architectures.

2 Related Work

2.1 Adpversarial Attacks & Training

Adversarial attacks create subtle alterations in input data to intentionally mislead DNNs into making incorrect predictions.
Common techniques for generating these attacks include the Fast Gradient Sign Method (FGSM) [1]], Projected Gradient
Descent (PGD) [3]], and the Carlini & Wagner (CW) attack [[12[], among others [17]]. Furthermore, AutoAttack (AA) [13]],
a set of four techniques combining white-box and black-box methods, has shown remarkable effectiveness in generating
adversarial attacks. Adversarial training is the current state-of-the-art defense method against adversarial attacks,
aiming to create robust DNNs. The earliest adversarial training approach leveraged both clean and adversarial images
to train a robust DNN [1]]. Adversarial training can be reformulated as a min-max optimization problem, where the
network is trained exclusively on adversarial examples [3]]. TRADES [4]] regularizes the loss function for clean data by
incorporating a robust loss term and making a trade-off between them. TRADES variants have also been proposed
to consider regularization terms and reduce the distance between the distribution of natural data and their adversarial
counterparts [5,/14]. Although adversarial training methods work well for high-capacity network architectures, their
effectiveness is limited in lightweight networks due to their limited capacity [44].

2.2 Adversarial Robustness Distillation

Adversarial Robustness distillation (ARD) [[11,[21})22L[71}/74] is a knowledge distillation technique designed to transfer
robustness from a large, robust network to a smaller, more efficient network. ARD [21] has shown that robustness
distillation can produce a student with greater robustness than training from scratch. It encourages the student network
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Figure 1: Adversarial Robustness distillation(ARD) for different deployment scenarios (GPU, CPU, Mobile, etc)

to mimic the teacher logits within an e-ball around the data points. IAD [22]] focuses on the reliability of the teacher
and the student network trust in the teacher network based on the performance of the student on average and natural
data. RSLAD [11]] introduces the concept of robust soft labels (RSL) generated by the robust teacher, providing an
effective and robust representation of the student network. PeerAiD [71] is an adversarial distillation approach that
simultaneously trains the peer network and the student network, enabling the peer network to specialize in defending
the student network. MTARD [67] utilizes multiple teachers to guide smaller networks in an adversarial setting.
AdaAD |[68]] introduces an adaptive knowledge distillation method that also considers the teacher in the optimization
process. SmaraAD [74] aligns the attribution regions of the student with those of the teacher network, facilitating
a closer correspondence between the outputs of the teacher and student networks. Although adversarial robustness
distillation methods provide a robust lightweight student network, these methods provide a single robust student network
at each run and require the training process to be repeated for each scenario with different resource constraints. ProARD
introduces a progressive robustness distillation approach to develop a dynamic robust network that encompasses a
diverse set of robust student networks, adaptable to various deployment scenarios. ProARD works independently of
specific robustness distillation methods; in this paper, we adopt RSLAD [11] as the baseline.

3 Research Motivation

Adversarial robustness distillation methods utilize a robust teacher network to train a robust student. However, the
training process must be repeated for a variety of edge devices and deployment scenarios, which is both time-intensive
and resource-demanding. As shown in Fig. |I} robustness distillation for different deployment scenarios requires
retraining for each hardware device and set of resource constraints, resulting in significant computational costs and
substantial CO, emissions.

To address this limitation, the primary motivation of ProARD is to train a robust dynamic network from which multiple
student networks can be extracted without requiring retraining. To achieve this, we design a dynamic robust network
with dynamic layers capable of varying widths (kernel sizes), depths, and expansion, enabling flexibility in its structure.
The dynamic networks are built using bottleneck residual blocks (Dynamic ResNet) and inverted bottleneck blocks
(Dynamic MobileNet), incorporating diverse configuration parameters at each design stage. For training, we first
adversarially train the largest student network within the dynamic network using the TRADE [4]] method. This largest
network then serves as a dynamic teacher, guiding the training of randomly sampled student networks in each iteration.
The student networks share their weights with the dynamic teacher network to ensure consistency. Given the enormous
number of possible student networks within the dynamic network (exceeding 10 networks), it is computationally
infeasible to calculate exact gradients for all networks and share their weights. To overcome this, we randomly sample
student networks during each training iteration. The red points in Fig. 2] depict the accuracy-robustness distribution of
2,000 student networks trained via random sampling during each iteration within the Dynamic ResNet network on the
CIFAR-10 dataset. The green point represents the robustness and accuracy of the ResNet-50 base network, which is
adversarially trained using the TRADES [4] algorithm on the CIFAR-10 dataset. Most student networks extracted from
the dynamic network trained using the random sampling strategy exhibit significantly lower accuracy and robustness
compared to ResNet-50. The most accurate student network has 13.34% and 12.58% lower accuracy compared to
ResNet-50. This indicates that the random sampling and weight-sharing strategy for training the dynamic network fails
to produce robust and accurate student networks. To address this shortcoming, a new training strategy is necessary to
enhance the robustness and accuracy of student networks. ProARD introduces a novel progressive robustness distillation
approach designed to overcome these limitations and improve the performance of student networks. The blue points in
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Figure 2: The accuracy-robustness distribution of students when trained with random sampling (red) and our ProARD
(blue). For evaluation, we use the PGD attack with e = 0.031 and step-size = 0.0078. The green point shows the
accuracy and robustness of the ResNet-50 on the CIFAR-10 dataset.

Fig.[2] show the distribution of 2, 000 student networks trained via our proposed method (ProARD) that can provide
accurate and robust students.
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Figure 3: The architecture of Dynamic ResNet with dynamic bottleneck residual blocks. Each dynamic bottleneck
residual block has dynamic width and expansion and each stage has a dynamic depth.
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4.1 Preliminaries

Adpversarial training can be formulated as the following min-max optimization problem:

mvin E(z y)~ P Linin (fw( +6), )

Outer minimization

S.t. (5 = ng‘lla}é E(I,y)NPEmax(fw(x + 6)73/)

ey

Inner maximization

Where P is the data distribution, (x € X',y € )) is a pair of input features and labels, fy(.) is the DNN with parameters
w, and 4 is the perturbation within the bounded [, distance (€) . Lmin and Ly,,« are the loss functions for the inner and
outer optimization problems, respectively. The Cross-Entropy (CE) loss function is specified as Lin, While L£yax may
vary depending on the chosen method. For example, SAT [3]] and TRADE [4]] methods employ cross-entropy loss and
KL divergence as L,x-

Adversarial robustness distillation (ARD) has been introduced to take advantage of the performance of a robust teacher
network. It first trained a large capacity teacher network 7'(.) with adversarial training following Eq. E], then the teacher
used to provide soft labels with natural data (x;) and adversarial example (x; + 0) of the student network S(.). By
using different loss functions for £,,;, and L., we can formulate different robustness distillation methods. However,
they can train only one student network, and the distillation process must be repeated for each deployment scenario.
Our method is independent of the robustness distillation methods and we used the RSLAD [11]] adversarial distillation
which considers the following loss functions for £,,;, and Lp,.x:

Loin=(1—a) - KL(S(z),T(z)) + o - KL(S(x +0),T(x))

Where KL is the KL-divergence. S(z) and T'(x) indicate the student and teacher with parameters w, and wy
respectively.

4.2 Problem Formulation

DNNss are organized into multiple design stages, with each stage consisting of a specific arrangement of layers. A
dynamic network architecture can be constructed by varying configuration parameters such as width (kernel size), depth,
and expansion across these stages and layers. Assuming the largest dynamic network architecture, configured with
the maximum values for these parameters, serves as the dynamic teacher with trainable parameters w;. The dynamic
network encompasses a diverse set of student architectural configurations, denoted as S, from which various student
networks s can be selected. The primary objective is to train a robust dynamic teacher network and utilize a robustness
distillation method to ensure robustness across all students. To achieve a wide range of robust student networks, we aim
to solve the following optimization problem:

H’&:in ESESE(x,y)NPﬁmin(Sw: (SL‘ + 6)’ y)
t

. 3
s.t. 0= H%I‘I‘a)é E(x,y)NP‘CmaX(SUJt (.13 + 5)v y)) ( )

Where s refers to trainable parameters of the student network chosen according to the s configuration and a specific
selection scheme. The primary goal of the training process is to adversarially optimize the dynamic network so that
every student architecture achieves a similar level of accuracy and robustness. To solve the optimization problem ([3),
two approaches can be considered. The first approach involves selecting and training all the student networks within the
dynamic network from scratch. However, with over 10'? possible student networks, this solution is computationally
infeasible. Moreover, as demonstrated in the motivation section, randomly selecting student networks for training fails
to achieve satisfactory accuracy and robustness. To address these challenges, a novel method is required to train both
the dynamic network and its student networks effectively. The proposed solution involves constructing a dynamic
network and progressively selecting student networks from it during each training iteration, as described in the following
sections.

4.3 Dynamic Network Architecture

To support a diverse range of student network architectures, we made a dynamic network based on dynamic layers which
cover different networks based on three dimensions (i.e., depth, width (kernel size), and expansion) in a deep neural
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Figure 4: ProARD: Three steps Progressive Adversarial Robustness Distillation Framework. (a) Step-1: train dynamic
width (b) Step-2: train dynamic width and depth, and (c) Step-3: train dynamic width, depth, and expansion.

network. We construct a Dynamic ResNet by incorporating variations in width, depth, and expansion in bottleneck
residual blocks, while we make Dynamic MobileNet by utilizing kernel size, depth, and expansion in inverted bottleneck
blocks. Following the common practice of DNN networks, we divide each DNN into a sequence of different stages
with multiple layers that gradually reduce the size of the feature map and increase the number of channels. To make a
dynamic network architecture, we allow each stage to have an arbitrary number of depths (dynamic depth). We allow
each layer to have an arbitrary number of channels, arbitrary width (for Dynamic ResNet) and kernel size (for Dynamic
MobileNet) (dynamic expansion, dynamic width, and dynamic kernels) in each stage. Fig3]indicates the architecture of
our Dynamic ResNet based on the dynamic bottleneck residual blocks. We can consider different widths and expansions
by altering the number of output channels in the last conv and middle conv layers in the bottleneck residual block and
using different depths by reducing the number of blocks in each stage. With this design for a DNN with 5 stages, if we
select the depth of each stage from {2, 3,4} and use 3 different values for the width and expansion of each layer in
the stages, then we have roughly ((3 x 3)? 4+ (3 x 3)% + (3 x 3)*)° ~ 2 x 10" student network architectures in our
dynamic network. The architecture of Dynamic MobileNet is similar to that in Fig[3] using inverted bottleneck blocks.
The only modification is replacing the dynamic width with a dynamic kernel size in this network.

4.4 Progressive Adversarial Robustness Distillation

To efficiently train student networks within the dynamic network, we propose Progressive Adversarial Robustness
Distillation (ProARD), which enables the joint training of the dynamic teacher network—the largest student network
within the dynamic architecture—and a wide range of student networks. In ProARD, we start by selecting the maximum
values for the configuration parameters of the dynamic network to construct the largest network. We adversarially
train the largest network and utilize it as the dynamic teacher network for distillation. To overcome the sampling
challenges discussed in the motivation section, we adopt a progressive adversarial robustness distillation approach that
progressively samples student network architectures from large to small in three steps. In the first step, we fix the depth
and expansion, extracting different student networks by varying the width (kernel size) of the bottleneck residual block
(inverted bottleneck block) in each iteration. Robustness distillation based on the RSLAD (Eq[2) is applied between the
dynamic teacher and students. After training, the student parameters are shared with the dynamic teacher network. In
the second step, we fix the expansion while varying the width (kernel size) and depth to train student networks using
robustness distillation, then share the weights with the dynamic teacher network. In the third step, we extract student
networks by varying all three parameters, train them, and apply the weight-sharing. Fig[]illustrates the progressive
robustness distillation mechanism used to build a dynamic network that supports a wide range of robust and lightweight
student networks.

4.5 Multi-objective Search

After training the dynamic network using ProARD, we obtain a diverse set of robust student networks within the
dynamic teacher network. The next step is to identify the best student network based on the given resource constraints
and deployment scenario. We employ a multi-objective search mechanism that takes robustness, accuracy, and efficiency
(i.e., number of FLOPs) into account to identify the optimal student network. However, computing robustness and
accuracy during the search process is time-consuming, making it impractical to evaluate robustness for a wide range of
students. To address this challenge, we propose an accuracy-robustness predictor network that provides quick feedback
for the search process. Specifically, we sample 2K student network architectures from the dynamic network and
measure their robustness and accuracy by directly evaluating them. This dataset ([student architecture, robustness,
accuracy]) is then used to train a predictor that can estimate the robustness and accuracy of any given student network.
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For the specification of the student architectures, we leverage the width (kernel size), depth, and expansion values in
each stage of design and layers. With the predictor in place, the multi-objective search process can efficiently find the
best student architecture for a given deployment scenario, considering FLOPs, robustness, and accuracy. By training the
predictor just once, we reduce the search cost, and it remains constant regardless of the deployment scenario. Fig [
illustrates the architecture of our accuracy-robustness predictor and the multi-objective search to identify the best
student network.

5 Exprimental Results

In this section, we compare random sampling-based robustness distillation training with our proposed ProARD approach
for addressing the optimization problem outlined in Eq.[3] We then demonstrate the effectiveness of our accuracy-
robustness predictor within the multi-objective evolutionary algorithm, showing that our method can efficiently identify
the optimal student. Additionally, we assess the adversarial robustness and accuracy of the optimal student architecture
under various white-box attacks. We use TRADES [4]] and RSLAD [11]] as baselines for adversarial training and
distillation. However, our training approach remains independent of the choice of the training and distillation methods.
We design dynamic networks using bottleneck residual blocks and inverted bottleneck blocks to support both ResNet
and MobileNet architectures. In this work, the dynamic ResNet network is parameterized by Depth (D), Width (W), and
Expansion (E), while for the dynamic MobileNet network, we replace the width with Kernel size(K) in its configuration
parameters. The experiments are conducted on the CIFAR-10 and CIFAR-100 datasets.

5.0.1 Training and Evaluation Details

To train the dynamic network, we first adversarially train the largest dynamic teacher network using the TRADES [4]
method for 300 epochs. Next, we allocate 120 epochs for each step of training dynamic width (kernel size), depth,
and expansion for the student networks, sharing the weights with the dynamic network. The training process uses the
stochastic gradient descent (SGD) optimizer with an initial learning rate of 0.01, a momentum of 0.9, and a weight
decay of 2e — 4. The batch size is set to 128. For the PGD attack used during TRADES training, we adopt the /o, norm
with 10 iterations, a step size of 2/255, and ¢ = 8/255. In ProARD, we consider a list of values for one configuration
parameter (e.g., depth, width (kernel size), and expansion) at each stage of the dynamic network. For instance, we
consider W = {0.65,0.8,1.0}, D = {0,1,2}, and E = {0.2,0.25,0.35} for a dynamic ResNet network. For the
dynamic MobileNet network, we used K = {3, 5, 7} instead of width in the stage design. Our method is agnostic to
the choice of loss function used in robustness distillation. For this study, we employ RSLAD [[11f], which leverages
robust soft-label adversarial distillation. After training the dynamic network, we evaluate each student’s architecture
against 2 adversarial attacks: FGSM, PGD20. Maximum perturbation used for evaluation is also set to ¢ = 8/255 and
20 perturbation iterations.

5.0.2 Multi-objective Search

For the multi-objective search, we use the NSGA-II evolutionary algorithm, which leverages non-dominated sorting
and crowding distance mechanisms to tackle the optimization problem. The configuration parameters in each stage
and layer of each architecture are encoded as a genotype representation. The objective function combines predicted
robustness and predicted accuracy, while the search is constrained by the number of FLOPs. Given the computational
complexity of directly evaluating robustness and accuracy, we develop an accuracy-robustness predictor based on a
simple fully-connected neural network. To train the predictor, we generate a dataset comprising 2,000 samples of
diverse network architectures and compute their robustness and accuracy under specific adversarial attack settings
(PGD (e = 0.031, iter = 20, step — size = 0.0071). The predictor is trained to efficiently estimate the robustness and
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accuracy of any given architecture configuration. Using NSGA-II, we identify the optimal student network architecture
that strikes the best balance between robustness and accuracy, subject to a specified number of FLOPs constraint.

5.1 Random sampling vs Progressive

We compare the random sampling robustness distillation approach that randomly selects some student networks and
solves the optimization problem(Eq. [3)) to train the dynamic network with our ProARD method. In Fig[7]we plot the
accuracy-robustness distribution of 1000 different student architectures extracted from Dynamic ResNet and Dynamic
MobileNet on the CIFAR-10 dataset after training. ProARD significantly improves the accuracy and robustness of
the student networks in comparison with random sampling. ProARD achieves a 13% and 10% accuracy improvement
by selecting the most accurate student and a 14% and 5% robustness improvement when considering the most robust
student network in both dynamic networks. Fig[6|reports the accuracy and robustness of student networks extracted
from Dynamic ResNet trained on the CIFAR-10 dataset with ProARD and random sampling. Due to space limitations,
we select 3 students for comparison by varying the width of the dynamic ResNet with fixed depth and expansion.
ProARD yields better accuracy and robustness for the selected students compared to random sampling. For example,
the student with D = 2, ' = 0.35,and W = 0.65 delivers nearly the same accuracy and robustness as the largest
network (green line), but with fewer parameters. Fig[§]shows the total cost required for training student networks
across 50 different deployment scenarios (edge devices). ProARD reduces the total cost (GPU hours) by a factor of 60
compared to RSLAD by training a dynamic network and efficiently extracting students for each device.

5.2 Accuracy-Robustness Predictor

For the multi-objective evolutionary search, a fitness function is required. However, evaluating accuracy and robustness
for different architectures is time-consuming. To address this, we train a prediction model based on a fully connected
network to predict the accuracy and robustness of each architecture. To create a dataset for training, we extract 2000
student networks from the dynamic network, generate a feature vector based on the width (kernel), depth, and expansion
of each stage, and use this vector as the features of the architecture. We then evaluate the accuracy and robustness of
these networks, using them as labels for training. The fully connected network is trained for 30 epochs. We compare
the accuracy of our predictor across 300 different architectures, evaluating the actual accuracy and robustness of each
and comparing them with the predicted values. Fig[9]shows the difference between the real accuracy and robustness and
the predicted values. Our predictor can estimate accuracy and robustness for test architectures with a root mean squared
error (RMSE) of 0.0076 for accuracy and 0.0072 for robustness.
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Figure 6: (Left) Accuracy and (Right) Robustness for three students extracted from the Dynamic ResNet on the
CIFAR-10 dataset. The green line shows the performance of largest student network architecture trained with
TRADES [4]
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Figure 7: The accuracy-robustness distribution of students for dynamic networks with random sampling and ProARD
on CIFAR-10 dataset: (Left) Dynamic ResNet, (Right) Dynamic MobileNet.

5.3 Search student networks

To find the best architecture based on accuracy, robustness, and a given FLOPs constraint, we use NSGA-II as the
multi-objective search framework. We begin with a random initial population and perform 100 iterations with a mutation
rate of 0.1 to identify the optimal student architecture. To accelerate the search process, we use the predictor trained in
the previous step to evaluate all individuals in the population. Fig[T0]shows the accuracy and robustness of the first
population and the final student networks after 100 generations. NSGA-II successfully identifies the best architecture,
achieving better robustness and accuracy while maintaining the same number of FLOPs. In this case, we set our
FLOPs constraint to be less than 2000. We choose FLOPs as a metric because it is independent of hardware-specific
architectural details and effectively reflects how well a system can leverage parallelism, a fundamental characteristic of
modern accelerators.

5.4 White-box Attacks

We evaluate the accuracy and robustness of the best student network identified through the multi-objective search
for white-box attacks and present the results in Table [T for CIFAR-10 and CIFAR-100 datasets. We report the best
robustness validated by FGSM and PGD-20 attack methods. We utilize Dynamic ResNet and Dynamic MobileNet
as the dynamic architectures. These results suggest that ProARD delivers equal or superior accuracy and robustness
for student networks with the same number of FLOPs, without requiring retraining, by simply performing a quick
search within the dynamic network. ProARD identifies models with a higher number of parameters while maintaining
the same FLOPs, effectively increasing model capacity. This aligns with previous research suggesting that increasing
network capacity can enhance robustness [82]].

6 Conclusion

In this paper, we address the challenge of training a vast number of student networks (over 10'%) for robustness
distillation. We introduce a dynamic network that supports diverse configurations, including variations in depth, width
(kernel size), and expansion. Training each student individually is computationally infeasible, and random sampling
combined with weight sharing fails to produce accurate and robust networks. To overcome these limitations, we propose
Progressive Adversarial Robustness Distillation (ProARD), a novel approach that efficiently trains a dynamic network to
generate robust student networks without retraining. ProARD employs a progressive sampling during training, coupled
with a multi-objective search powered by an accuracy-robustness predictor, to quickly identify optimal architectures
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Figure 8: Total Cost (GPU Hours) For 50 edge devices
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Figure 10: Representation of the first-generation and final student networks found by NSGA-II, based on our accuracy-
robustness predictor, for a fixed FLOPs constraint in the dynamic ResNet on the CIFAR-10 dataset.

tailored to specific resource constraints. Our results demonstrate that ProARD reduces training costs while delivering
students with higher accuracy and improved robustness compared to random sampling. ProARD offers an efficient
framework for training robust dynamic networks, enabling the rapid selection of optimized architectures for various
hardware constraints without the need for retraining. This significantly reduces computational costs and supports
scalable deployment across diverse devices.
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