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Abstract

Recent advancements in electronic design, such as lowpokeaits, energy
efficient wireless communication, and improved energy Buyjpas enabled the
vision of wireless sensor networks to become a reality. M&®sensor net-
works typically consist of hundreds up to thousands of talfating low-cost,
battery-driven and wireless sensor nodes with scarce resseuThe wireless
sensor nodes are typical small physical entities, and lyssialall as a match-
box but can in extreme cases be no larger than a cubic milimet

In this thesis we present an architecture called AROS thed esisting
infrastructure to aid in the management of wireless senstwarks. As an
example, the existing infrastructure could be situatedoispitals or industrial
buildings. The existing infrastructure can aid in prolangthe lifetime of the
wireless sensor network by having “unlimited” energy, loagge radio capac-
ity, and high-speed computers. We enable prolonged litetiy centralizing
some of the energy consuming administrative functionalitwireless sensor
networks.

We show, by simulations, that the AROS architecture is abfgolong the
lifetime of the sensor nodes. AROS is compared to a well kncwster based
architecture, LEACH. The comparisons show that AROS withisttonfigu-
ration performs at least as well as LEACH in small wirelesssse networks
in the size 100x100m, and up to 97 % better in long distancel@ss sensor
networks in the size of 400x400m. We show that AROS still hats88 % of
its sensor nodes alive when LEACHS’ network demises.

In our simulations we have also studied how dynamic netwbrktering
in AROS, using a TDMA scheduler and non-mobile wireless sem®des,
affects the amount of data received by a base station. We 8a@vwAROS is
better than LEACH-C in collecting data to the base statiath Wie same total
amount of energy for long distance networks and that ARO®pes as well
or better than LEACH-C in small wireless sensor networks.






Swedish summary - Svensk
sammanfattning

Denna avhandling handlar om hur befintliga datorinfradtres i t.ex. sjukhus
och industrier kan avlasta sensornétverk med energikd@sappgifter. Vi har
forskat pa olika aspekter som gor det mojligt att forlangaléingden pa dessa
sensornatverk. Avhandlingen presenterar en ny plattf@anmsénsornatverk
tillsammans med inledande simuleringar som pavisar atiplaitform okar
livslangden pa dessa typer av natverk.

Generella sensornatverk ar uppbyggda av tatt gruppereatisa, bat-
teridrivna datorer som kan vara sa sma som en kubikmillimebatorerna
kallas for sensorer eller sensornoder eftersom de har enfidra inbyggda
sensorer som kanner av sin omgivning. En sensor har till iftedgsamla in-
formation fran sin omgivning, t.ex. temperatur, fuktighgbrationer, hjartslag
eller bilder. Sensorerna skickar sedan informationeretilinsamlingsstation
nagonstans i natverket.

I de typer av tillampningar vi tittar pa ar det viktigt att nmmera energifor-
brukningen, sa att man maximerar livslangden pa sens@ariaty Avhan-
dlingen presenterar en I8sning déar befintlig datorinfrdgtrr fungerar som
hjalpdatorer/avlastare till sensornétverken. Hjélpdsatee, eller basstationerna
som vi kallar dem i avhandlingen, hanterar energikravamggifter som t.ex.
vilken sensor som ska kommunicera med vem samt vid vilkguutilt etc. Da
kan sensorerna i natverket fokusera pé att utféra sina egpgifter tills dess
att basstationen sager att uppgifterna andrats.

Simuleringar visar att var plattform kan skicka upp till 97r#era infor-
mation till basstationen an en jamférbar plattform med sanemergimangd.
88 % av vara sensorer ar fortfarande vid liv nar den andré@iatens sensorer
forbrukat all sin energi.



Ett exempel pa hur dessa typer av natverk kan anvandas &eatida pa-
tienters halsa och kondition i sjukhus eller sjukhem. Pagiebehover inte ha
en fast sangplats dar en viss typ av medicinskt dvervakimagament finns
tillganglig utan kan placeras dar det finns en ledig sangph\if tradlos kom-
munikation skickar sensorerna sedan hélsoinformationtssmhjartfrekvens
och blodtryck till en basstation som i sin tur skickar vidditeett centralt
dvervakningsinstrument ndgonstans pa sjukhuset. Owveinvgdinstrumentet
behandlar informationen och larmar personal med ratt koemgevid behov.
Larmet kan skickas till en mobiltelefon eller en liten haattd som person-
alen alltid bar med sig. Med larmet skickas &ven informationvar patienten
befinner sig och all nédvandig data for att personalen sneilebkunna stalla
en forsta diagnos. Pa detta satt kan man spara in pa antelgiafyggda

sangplatser och slippa dyrbara installationer av medikiriska utrustningar
knutna till en séngplats.
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Chapter 1

Introduction

In this thesis we investigate how existing infrastructuaa be utilized to pro-
long the lifetime of wireless sensor nodes in wireless senstworks. We
assume that the sensor nodes are not necessarily able tourooate directly
with the infrastructure nodes. Existing infrastructure te situated in, e.g.,
hospitals and industrial buildings and can be used as stifjpahe wireless
sensor network.

Generally, a wireless sensor network consists of densglpged wireless
sensor nodes running on batteries. The wireless sensos aoeléypical small
as a matchbox but can be small as a cubic millimeter. Theegissdensor nodes
collaborate in a dense network that can consist of hundneds thousands of
wireless sensor nodes. The wireless sensor nodes senseitheaiurroundings
and report what they sense to a user or computer. A wirelesosaode can,
e.g., sense the surrounded temperature, humidity, se&gtiigties/vibrations,
heartbeats or can even take pictures [9]. The wireless sans@s often have
short-range radios and often need to collaborate with e#foér an order to
deliver the sensed data to the user or computer. Forwarditegfcom other
wireless sensor nodes in the wireless sensor network islysna of the most
common forms of collaboration between the wireless sensdes

Wireless sensor networks can be used, e.g., to monitor bpfisiels, fore-
sts, lakes, oceans, merchandizes or processes in indydtri2, 3, 4, 5, 6, 7,
10, 16, 17, 18]. Further, the wireless sensor networks cbeldsed for, e.g.,
surveillance of people (like patients in a hospital), inkdag lots to monitor
free parking spaces, to monitor animal life in forests oramse [11, 16, 17,
20, 29, 26, 28, 33, 34]. The industry forecasts an explosiga/th in the use



8 Chapter 1. Introduction

of sensor network applications in industry in the near fefi3]. The wireless
sensor nodes in industry applications are intended to cegtaditional wired
sensors. We believe that these new applications, and atiphs considered
too expensive before or even impossible, will in a near rituitl be a reality.
The vision is that these wireless sensor networks shouldheapcto build and
maintain and the cost of a wireless sensor should not exceeed§ dollar [27].

The most relevant metric in development of wireless netaaskypically
power. It has been shown with experimental measuremeritshibaost due
to communication in wireless ad-hoc networks is at leastdvaders of magni-
tude higher than computation costs in terms of consumed p@4¢ Having
battery-driven wireless sensor nodes in the network leatsd important re-
quirements:

e The limited lifetime of the wireless sensor nodes should oéonag as
possible, and

¢ the network should be robust and flexible enough to tolecste ¢f, and
replacements of, wireless sensor nodes.

Many areas where sensor networks could be deployed doeslglhave
existing infrastructure in terms of standard computersieated to each other
in a network. Such areas include hospitals and industriidibgs. These net-
works often have a wired network together with wireless asg@mints. Com-
puters and other peripherals can connect to this networkderdo access,
e.g., data stored on a server, medical journal documentsraelpages from
the internet.

In this thesis we combine existing infrastructure, sitdatefor example
hospitals and industrial buildings, with wireless sensetiworks. We believe
that we could increase the lifetime of the wireless sensoieaavhen com-
bining the wireless sensor networks with an existing irtftagure. The in-
frastructure could then help the wireless sensor nodesemigngy consuming
tasks. Traditional sensor nodes use a lot of energy when coricating to or-
ganize and maintain the wireless network and thus draitégriergy capacity
on administrative functionality instead of on productiemsing. If the infras-
tructure, having “unlimited” energy and high-speed conepsitcould take over
these administrative duties, sensor networks could sasgrand thus pro-
long the lifetime of the network.
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1.1 Thesis outline

This thesis is organized into two parts. In the first part weegi short intro-
duction and background to the research area. This part diimsraducing
the readers not familiar with the wireless sensor netwoskeaech area. The
second part contains the scientific papers A, B and C.

Part | is organized as follows:

Chapter 1: This chapter briefly introduces the wireless sensor netwaoela
and describes what we mean by an existing infrastructuidsdt moti-
vates the research that has been accomplished in Part Il.

Chapter 2: In this chapter we describe the wireless sensor network iremo
detail. We introduce the application areas where the semsdes are
intended to operate, we describe how the wireless sensworiet differ
from other wireless networks. We show two commonly used ltayies
and two possible ways to reduce the data traffic in the wisateswork.
Further, we show some challenges for the wireless netwarttsve end
this chapter with a description of the wireless sensor nodeitacture
and some relevant concepts.

Chapter 3: In Chapter 3 we define what we mean by existing infrastructure
networks and state the problem formulation.

Chapter 4: The architecture of AROS is described in detail in this chapt
together with some tradeoffs needed to be considered wisgriieg a
wireless sensor network.

Chapter 5: Related work is presented in this chapter and we describeithow
is relates to AROS.

Chapter 6: In this chapter we summarize and present the contributibtiseo
papers included in this thesis.

Chapter 7: We conclude Part | with a conclusion and point out some direc-
tions for future work.






Chapter 2

Wireless sensor networks

After briefly introducing wireless sensor networks in Cleaydt we will in this
chapter present the wireless sensor network area in moad.défte start by
presenting some of the application areas for wireless semsworks. For
simplicity, we will throughout the thesis assume the semsziworks to be
wireless unless otherwise explicitly stated.

2.1 Application areas

The application areas for sensor networks have a huge yanet have the
potential to revolutionize information gathering and pssing [11]. There
are many possible application areas for sensor networksl@Q and in this
section we discuss some of the areas and briefly describedmsosnetworks
are intended to operate in these areas.

e Environmental: Sensor networks could be situated on an island, mon-
itoring the behavior of nesting birds in their own habitatheiut hu-
man interference/disturbance, as in the Great Duck Islangeqt in
Maine [20] monitoring the nesting Petrel. Or, the sensoresocbuld
be spread over a forest in order to, for example, detect lpleskirest
fires or monitor an ongoing fire. A sensor network could be ol
at river sides monitoring the water level and alarm peopi@di close
to the river in case of flooding [2]. Agriculture applicat®oould make
use of sensor networks. A sensor network can for exampletorahie
dampness of the soil in order to irrigate more accuratelg mharine can

11



12 Chapter 2. Wireless sensor networks

use sensor networks in order to monitor water currents opégature
changes in the oceans or rivers, e.g., CORIE [7], a pilotrenwen-
tal observation and forecasting system (EOFS) for the CbiarRiver.
Surveillance of areas in, e.g., military applications niorriing the move-
ments of military units etc.

e Health: Monitoring elderly people with sensor networks, both at rom
and in geriatric care. Health monitoring includes hearth,alood oxy-
gen saturation, temperature, people falling etc. In hakgpfor instance,
doctors’ and nurses’ health states could be monitored iaraodprevent
people to get ill due to stress. Patients in hospitals faaimse, can be
more mobile with sensor nodes since no cables need to begqalligg
Medical equipment can be equipped with sensor nodes in twdsgim-
inate cables or to interact with a patient’s sensor nodmtethe doctor
what possible allergies the patient has or what medicativapatient
currently are using. Biomedical sensors for visually imediin, e.g.,
the retina [29] connected to the optic nerve producing insgeals to
the brain.

e Home: Intelligent homes with sensor nodes monitoring things sagh
adjusting/optimizing the ventilation to multimedia amgliions. Opti-
mizing the ventilation can reduce the energy consumptidmetat/cool
the house. Sensor nodes can monitor the refrigerator'entsand keep
track of what is missing and need to be ordered or purchasedsos
nodes can keep track of family members and in what room theynar
When a person for example leaves a room, the music or videastcan
follow the person from one room to another automatically.

e Industry: The analysts in industry forecast an explosive growth in the
use of sensor network applications in industry in the neturéu[3].
Sensor networks in industry will help to increase knowledbeut the
enterprize. The increased knowledge can be how the maghiaks,
production quality, where the merchandize is locatedf b&dlth moni-
toring, ventilation and temperature in buildings and sillaece.

For example, merchandize in warehouses can be positiortedheip
from sensor nodes or the sensor nodes could be used to cleapliality
of provisions. The company wants to ship the oldest prouisisefore
the younger to keep high quality of its stored provisionse Thmpany
does not want to condemn expired or stale provisions and dbayot
want to bring bad provisions to its customers. Thereforepkwsy track
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of the provisions’ freshness and expiration dates is ingmrt Sensor
nodes can be used in intruder surveillance in premises arues. Sen-
sor nodes can be placed in machinery where cables are niiléedse
to cost or limiting the flexibility/mobility. The sensor ned could for
instance be built into the concrete of bridges in areas wigh hisk of
earthquakes, monitoring how seismic activities affeciiegrity of the
structure.

2.2 Sensor networks - A new family member

Sensor networks are a new family member in wireless netwgri@mily. Sen-
sor networks differ from other family members, such as talnetworks and
Mobile Ad hoc NETworks (MANETS) in the way the networks aresiggmed
and used. To show why these other networks are not suitabkefesor net-
work applications we briefly describe some of them below.

2.2.1 Cellular networks

Cellular networks consist of non-mobile base stations aodil® nodes. The
base stations have “unlimited” energy and are connecteddo ether by wire
forming a backbone. Each base station covers a large netseakup to 35 km
and the base stations overlap some of each others netwak ahe mobile
nodes communicate directly with the base station and thagyi goal is to
provide high Quality of Service (QoS) with enough commuti@maspeed and
bandwidth. The energy consumption is of importance, akegbndary, as the
users recharge their cell phones when necessary.

2.2.2 Mobile ad hoc networks

The most common notion of a mobile ad hoc network is a networisisting

of wireless mobile nodes formed without any help from, eagcentral ad-
ministration. The nodes in this network need to be preparextt as routers,
forwarding other nodes’ data traffic. Mobile Ad hoc NETwoi(RANETS)

are designed as multinbpeer-to-peer networks with ten to hundreds of nodes
with good energy capacity [31]. The nodes are often attatbetl person,
e.g., laptops or Personal Digital Assistants (PDAs) ang #re mobile and

1In multihop networks the data travels, is forwarded, thiosgveral computers before reaching
its final destination



14 Chapter 2. Wireless sensor networks

equipped with wireless radio enabling the nodes in the nétwm cover ar-
eas up to hundreds of meters. The network is designed topwartsaffic like
voice, multimedia, mail, web surfing and file access. Goodughput with
low delay under high mobility is of great importance in thestéworks. The
tasks like, routing, organization of the nodes and mohifignagement is done
to optimize the QoS in the network. The energy consumptiaf &econdary
importance as batteries can be recharged or replaced weepde

2.2.3 Sensor networks

Sensor networks are designed for unattended operatiohshwitdreds up to
thousands of scattered sensor nodes with limited energacisp The sensor
nodes remain fairly stationary after deployment. Whiledhéa rate is high in
Cellular networks and MANETS, it is, typically, low in senmstetworks. Sen-
sor networks often send a small amount of intermittentstadl data, around
1-100kb/s [26]. A common goal in sensor networks is to prgltre lifetime
of the network at the expense of, e.g., data rate, delay tdeQ®S. Batteries
can not always be replaced due to hostile, hazardous or esemetronments,
or it might not be cost-effective. Thus, low energy consumpis of great im-
portance in order to prolong the lifetime of the network. steenvironments
increase node failures and the network needs to be fautatdleand dynami-
cally adaptable.

2.3 Common view of the sensor network topology

A common view of a sensor network topology is shown in Figulle Zhe sen-
sor nodes are scattered over an area represented by theltiswedforwarding
multihop sensor network, i.e., data travels, is forwardethugh several sen-
sor nodes before reaching its destination. The sensor no#ea predefined
routing scheme to communicate with other sensor nodes,hiogv the data
should travel in the network. The destination of the datHitres often repre-
sented by one or several sinks. A sink is the destinationeft#dnsor nodes’
data, usually a high-performance computer connected toelwiackbone and
with a wireless access point communicating with the sensdes. The sink is
represented by the black star in Figure 2.1 and the arrowseifigure shows
a possible data path (route) from a sensor node in the nettotlke sink.
The sensor network topology is frequently changed due temsarodes disap-
pearing from the network or new sensor nodes being addedhatoetwork.
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Figure 2.1: A typical sensor network topology with sensatemscattered over
an area. The sensor nodes communicate and forward other sexdes’ data
to a sink placed somewhere in the network.

Having mobile sensor nodes also change the topology overdimd the sensor
network needs to handle these changes when they happen.

The typical sensor network topology in Figure 2.1 can beadn@hically
divided and based on clusters, see Figure 2.2. One of therseades in a
cluster becomes cluster head and the rest of the sensor axeslled cluster
nodes. The cluster nodes only communicate with the clustad im their clus-
ter. The sensor nodes not being cluster heads save eneraysaeihiey only
send their data to the cluster head, then they can turn aff theéio in order
to save energy, until they need to send again. A cluster nedally do not
need to forward traffic from other sensor nodes. Being a etustad is typ-
ically more energy consuming due to the increased commtimicaetween
itself and its cluster nodes. The cluster head needs tmlfstedata from all
its cluster nodes, and possibly also to listen for data fréimeiocluster heads
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Sink

Figure 2.2: A typical hierarchical topology based on clusteSensor nodes
communicate with its cluster head and the cluster head ggtgeand/or fuses
the received data before forwarding it to another clustadha to the sink.

in the network. In order to distribute the extra workload efriy cluster head,
the task typically rotates among different sensor noddsdmetwork. In some
sensor networks the sensor nodes’ clocks might need to lobsymzed. For
example when a TDMAscheme is used in order to handle data communica-
tion between the sensor nodes in the network. Two sensoisnueitle exactly

the same hardware will not have exactly the same clock frecyud he clocks
typically deviate and cannot be synchronized perfectlytaedlocks will over
time drift apart. Therefore synchronization is needed betwthe sensor nodes
in order to adjust the time in some applications.

2.4 Traffic reduction

In sensor networks using multihop, i.e., when data travelsugh several sen-
sor nodes before reaching its final destination, the sermtgsican process the
data collected from its cluster nodes locally before fodirzg it. In the next
sections we describe two common ways to process data in wrdeduce the
data traffic and data size in the network.

2Time Division Multiple Access (TDMA) is described in Seati@.7.3.
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2.4.1 Data aggregation

When multihop communicationis used, e.g., as in the hiareattopology de-
scribed above, the sensor nodes can aggregate data abfiexteother nodes
in order to reduce redundant data and thereby reduce thérdfi@in the net-
work [19]. If a cluster head and its cluster nodes have theestsk in the
network, e.g., measuring the surrounding temperaturg wiieprobably send
the same type of data to the sink. The data could, e.g., cotitaisensed tem-
perature, the cluster nodes’ ID and the destination addfabe data. Instead
of sending several different data messages to the sink tisteclhead aggre-
gates the data into a single data packet. The resulting @ateepcould for
instance contain all the sensor nodes’ IDs and the sensqutatares but only
one of the same destination address is included in the dakage. If several
sensor nodes sense the same temperature they can be aggjietgabne and
further reducing the data packet.

2.4.2 Data fusion

If we continue the example from Section 2.4.1 but insteadcedficing redun-
dant information the cluster heads processes the datdyldiefore sending
the data packet further. The cluster head knows in advaratethle user is
interested in, e.g., the mean value of the surrounding tesyre. Instead of
sending a data packet with all the sensor nodes’ IDs andalthidgasured tem-
peratures, it computes the mean value of the temperatuadiylocThe data

being sent contains the mean value and the sensor nodest [iassibly only

an area ID. All the information needed to calculate the mednevof the tem-

perature is the total suny;, of all the measured temperatures divided by the

number,n, of measurements. If there are several cluster heads betivee
sending cluster head and the user and they all are sensingsviar a mean
value calculation at the user, the cluster heads in betwaewcantinue to fuse
data if the first cluster head includes the numhetogether with the mean
value. This will reduce the size and the number of data packet

2.5 Challenges in sensor networks

In this section we will discuss some challenges for sensovorés.
Some specific challenges are:

e Wireless communication: The sensor nodes communicate wirelessly
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with each other, e.g., with radio or with infrared/lasereTdommunica-
tion between nodes could be disturbed by external factafs as obsta-
cles in line of sight when using infrared or, e.g., by othanoounicating
nodes when using radio.

e Limited energy supply: Having wireless, adaptable unattended sensor
nodes in harsh environments demands distributed algositbmmaintain
the network. The sensor nodes have limited power supply lraden-
sor nodes need to conserve with the energy at their dispdbhal. most
power-consuming activity is typically the communicatiogtlveen sen-
sor nodes [26]. Hence, communication needs to be minimizedder
to prolong the lifetime of the network as much as possible.

e Prone to errors: The sensor nodes are prone to errors [1, 33]. They
could disappear due to fabrication errors, short-circaitsed by water
leaks, lack of power or, e.g., animals/vehicles or humaaaking them.

e Adaptable: The sensor networks need to operate in very dynamic envi-
ronments and with dynamic changes of the network. They &ranat-
tended after deployment and thus the networks need to beadeptable
to the environment. The task a sensor node performs may ehamey
time and the networks need to reconfigure themselves andglkadapt-
able, i.e., the sensor nodes might change the current takbenform
another or get an additional task to the current one.

We address these challenges in papers A-C but sensor netalstkhave sev-
eral other challenges not addressed in this thesis, fariost

e Security: Some information from the sensor nodes should be protected.
For example, the integrity of a patients’ health in a ho$jstanportant.
Information of the health state from the sensor nodes oniargathould
not be able to be read by unauthorized persons. Having anaddho
laborating sensor network in an area could for instanceisbofsseveral
different sensor nodes from several different companiessiive infor-
mation might not be allowed to be forwarded by untrustworbgsor
nodes from other companies in the network.

Data from sensor nodes triggering an intruder alarm for gtarshould
not get lost or disappear in the network. Some applicatisush as
intruder alarms or safety applications, need to be ablelyoorethat the
information sent to the sink actually will be received.



2.6 Sensor node architecture and design 19

e Ad hoc: Some sensor networks are situated in areas without infiastr
ture and after deployment, connect to each other in ad hooenanThe
sensor nodes could for example be thrown out from an airpteee
the area to be monitored or the sensor nodes could be mobilmane
around.

¢ Identifier: The sensor nodes are often densely deployed and in some

application areas global identifiers are missing. Instefaientifiers

the sensor nodes with a certain task/attribute answer aigndésom a

user. The data itself instead of the actual sensor nodes i impor-
tance, data centric. A question to the sensor nodes in thorietould

be: Where are the nodes with temperature at¥»€? In other areas

the sensor nodes are divided into clusters where the clitsédfrhas an
identifier but the individual sensor nodes have not.

The challenges described above introduce some energyffade consider
when optimizing the sensor network. A discussion on somehefenergy
tradeoffs are presented in Section 4.1.

2.6 Sensor node architecture and design

In order to meet the challenges and to be feasible to appheiapplication ar-
eas described in Section 2.1 and Section 2.5, the sensos nedd to be cheap,
consume very little energy [16], and also be able to openadeinsely deployed
areas as well as being adaptable and flexible. In this seattodescribe the
sensor node architecture and the design of the sensor ketwimiore detail.

2.6.1 Sensor node architecture

A typical architecture of a sensor node can be divided intw mits; process-
ing unit, sensing unit, power unit and a radio unit that iseablboth transmit
and receive (transceiver), see Figure 2.3.

The onboard sensor unit consists of two subunits, sensaramalog-to-

digital converter (ADC). The ADC converts analog signa@irthe sensors to
digital signals used by the processing unit. There existsyndiferent sensor
types, such as [1]:

e seismic vibrations, low sampling rate magnetic, thermalal, infrared,
acoustic and radar
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Sensing unit Processing unit Radio unit
Processor )
Sensors | ADC Transceiver
Storage
Power Unit

Figure 2.3: A typical architecture of a sensor node dividgd four units.

monitoring a wide variety of ambient conditions like [11]:

e temperature, humidity, movement, light, pressure, sokenap and noi-
se.

The processing unit, usually a low speed CPU with small gerapabilities,
performs tasks like routing, aggregation of sensed datd étetransceiver unit
communicates with the surrounding world and the power uiviples power
to the other units. The power unit is typically a battery andeatra energy
scavenging unit can be added to the battery, e.g., solas, gethlonging the
lifetime of the sensor node.

A mobility unit can in some cases be added to the sensor noseelhs
as a localization unit, e.g., a global positioning systerR$E All these units
might need to fit into a combined unit small as a matchbox [@van within a
cubic millimeter [35]. It is of great importance that all t;ogether consumes
a extremely small amount of energy in order to prolong thetilifie of the
network. The sensor nodes should be able to operate unattand be able to
adapt to the current environment.

The desired cost of a sensor node should be less than one 145 [@3].
The sensor nodes need to be cheap in order to make unatteletesely de-
ployed sensor nodes cost-justified compared to traditiseragors.
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2.6.2 The design of the sensor network

The sensor network design, as demonstrated, should retizestallation cost
and the network should be fault tolerant, scalable, flexalleé self-organizing.

As mentioned in Section 2.5, the sensor nodes are pronedsend in
most applications it is important that the network is faaletant and does not
get affected by failing sensor nodes in the network [15]. 8ahthe sensor
nodes in the network could be mobile or be moved by hand orhwratxternal
factors. Data should be rerouted through other sensor rnibeeisting routes
fail and adjacent sensor nodes could, e.g., take over tlegfaiode’s task.

A typical network could span from hundreds up to thousandseofsor
nodes in the network [30]. The network density can scale upOtsensor
nodes/m?. In industrial applications where the sensor nodes, inrfetance
monitor machinery, there can be 300 sensor nodes within mx &nd 3000 in
a 100 x 10@n? [30]. The density is application specific, thus we need $tala
schemes to handle the dynamics in the sensor network. Badraportant that
the sensor networks are autonomous in handling the dynamétseconfigure
themselves when needed.

Some time after deployment of a sensor network in an areanodes need
to be added to replace failing nodes. Flexible schemes mgndéw sensor
nodes and re-arranging the network to the new conditionsegessary. There
can be frequent changes in the network; sensor nodes cambeefin some
way or can not be reached, out of range, they malfunction ee ha energy
left. The task a sensor node should perform can change onerdépending
on the application. We need a self-organized network hagdlie changes in
the network.

In some application areas, it is not important that the senedes send
their messages as in traditional address-centric netyaiikis ID and sensed
value. In some applications, the areas where a certain pimeman occurs, e.g.,
the areas where the temperature exc&ad, are interesting. The sink broad-
casts the query and the sensor nodes with a temperatur@s\eéisend back
a message to the sink. This type of communication can berditbadcasting-
based or attribute-based. If it is attribute-based, the@enodes need to be
divided into different attributes that are used as an idientiattributes such as
temperature, humidity, pressure etc. The sensor noded beutlivided into
a geographic areas where the area is of importance/ingardstot the sensor
nodes themselves. If several sensors run the same tasknergtor the same
rolls on a machine, and any-casting is used they can all lmeiassd with the
same identifier. Not all of the sensor nodes need to be awake aame time
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when using any-casting. Some of the sensor nodes can stspasttil they
are needed and only one of the sensor nodes associatedaitkettiifier needs
to answer the query.

2.7 Medium access mechanisms

In this section we briefly describe some important mediunessmechanisms
mentioned in the thesis. This section addresses readefamitiir with data
communication protocols. The purpose of the medium accesbamism is to,
e.g., avoid, reduce or handle communication collisionsiénrtetwork.

2.7.1 Carrier Sense Multiple Access

The Carrier Sense Multiple Access (CSMA) protocol tries &tedt the ab-
sence of other traffic in the network before transmittingoiten [32]. Using
CSMA will not entirely prevent collisions. Different teclyues exist to handle
possible collisions and we will briefly describe two of them.

If two nodes try to send at nearly the same time using pure CShdAe
of them will detect the other’s carrier and a collision oufhe nodes may
detect that a collision has occurred if acknowledgemen®K#) are used and
the sender gets a timeout due to the absence of an ACK fromettedver.
However, the nodes that are causing the collision contioseid their entire
data packet, thus, wasting bandwidth.

CSMA with Collision Avoidance (CSMA/CA) uses a differentatiegy [8].
After a node ready for transmission has sensed the absermhef traffic,
the node informs the receiver that it is intending to sende fidteiving node
replies back to the node if no other traffic is sensed. If twaffisensed the
transmitting node waits a random deferral time before imiag again. The
actual message is sent after getting a reply from the rece@a@lisions may
occur with CSMA/CA when two nodes ask to send to two diffemeteivers
and the two receivers are not able to hear the other tramsgiitbde’s message
in time before both of them replies back. The delay time isaased when
using CSMA/CA.

In CSMA with Collision Detection (CSMA/CD), the nodes setisecar-
rier and start to send if there is no traffic. The nodes are tabdietect when a
collision occurs. When a collision occurs, the node senfiegollision stops
to transmit its data immediately and sends a jamming sigrsé¢ad. The node
waits a random deferral time before trying again. Using C3®1MAin wireless
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networks is difficult since not all the nodes in the network ba assumed to
hear all the others. Thus, e.g., the jamming signal may noblrectly received
by all nodes.

2.7.2 Frequency Division Multiple Access

In Frequency Division Multiple Access (FDMA), the frequengpectrum is

divided into several channels. The nodes use differentredlario communi-
cate without interference from other communicating nodeke the FM radio
for instance, different radio stations send on differeatjfrencies without dis-
turbing each other. The user adjust the radio receiver tetten’s frequency
he/she wishes to listen to. When frequency is divided, timelvédth for each

channelis reduced, hence, the data throughput is decreased

2.7.3 Time Division Multiple Access

Instead of dividing the frequency, the time can be divided gycles and slots
as in Time Division Multiple Access (TDMA). A cycle consigiEseveral slots
and is repeated over and over again. Each node gets its otyn.aslpa time

frame, where it is allowed to send its data. The node stattedteginning of
its slot and need to finish before the slot ends. A node canmgebo several
slots each cycle. Using the radio example in the FDMA sectdgpical radio

broadcasting station can be seen as music songs playeéadteother mixed
with commercials. The songs and commercials get the whetpifncy band
and do not disturb each other.

2.7.4 Code Division Multiple Access

In Code Division Multiple Access (CDMA), all the sensor nedmn use the
whole frequency spectrum at all time [32]. Multiple datansmissions can
simultaneously be transferred and the data transmissienseparated using
coding theory. Each data bit time is subdivided into intenealled chips,
typical 64 or 128 chips per bit. All sensor nodes get a uniquetecor chip
sequence and they use this code to encode the transfereedldadend a 1 it
send its code sequence and when sending a 0O it sends the omgkment of
the code sequence. The sensor node receiving the messagle tlee message
using the sending sensor nodes’ code. The sensor nodesmieralx all the
other sensor nodes’ codes in order to decode the transrdated






Chapter 3

Existing infrastructure and
problem formulation

In this chapter we briefly explain what an existing infrasttue is and intro-
duce the research area of this thesis.

3.1 Existing infrastructure

We define an existing infrastructure as a computer netwagktteer with its
computers and peripheral equipments. Such existing infretsires can be
found in, e.g., hospitals and industrial buildings. ThesBrp infrastructure
have computers, laptops, Personal Digital Assistants @RAd phones con-
nected to a high-speed Local Area Network (LAN), see Figute 3

Some of the computers in the LAN are regular Personal Comp(RES).
The PCs are often stationary computers, i.e., they are, wagkstations on
a desk and static connected to the LAN by wire. Whereas |apgop PDAS
often are mobile and can be either connected to the LAN by avirgirelessly
through a wireless access point. Phones using the netwar&reer for con-
versations can be either phones on the desk or wireless enpirdnes using
the wireless access points. In order to organize the netvemkiputers are
needed within the LAN. Some of the computers handle traffiegland make
sure that the data traffic reach its destination in the n&&wOther computers
acts as file servers and their task are to store data, adeckmibmany users
within the LAN. The data could be, e.g., patient journalgctical schemat-
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Figure 3.1: An example of how a local area network in hospiald industrial
buildings could look like.

ics, source code or other shared documents. Some servelie maquests for
email, print-outs and other network services from the ugstisin the LAN.
Some servers handle the accessibility to/from the Inteffted servers could if
desired, stop the access to the LAN from user outside on teenlet or other
LANSs with a firewall. But they could still allow users withihé LAN to access
the Internet.

3.2 Background

Comparing the computers in existing infrastructure to #ressr nodes in sen-
sor networks, the computers do not have scarce resourclks asrisor nodes.
The computers have high-speed CPUs capable of running datign+intens-
ive applications. They have plenty of memory where they,, €gn store in-
formation from computations, data and process states.r pogier supply is
“unlimited”! as they are connected to the mains and the network is typical a
high-speed wired network designed for heavy traffic flows.

As the employees more and more get equipped with laptopsthed pe-
ripherals with wireless technology, we will certainly seeiacreased usage of
wireless communications in hospitals and industrial bogd. The employ-

1For simplicity we will use the word unlimited throughout ttieesis when talking about the
power supplies of the existing infrastructures’ computers
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ees do not need a fixed work desk with a stationary computerentployees
could for instance bring their computers from the work deslktheir office

to the meeting rooms and down to the laboratory, wirelesshnected to the
companies’ LAN. Itis our belief that the number of wirelesse@ss points will
increase even more in the industrial and hospital envirorisngs more and
more electronic devices with wireless techniques are deesl.

The industry forecasts an explosive growth in the use of @emstwork
applications in industry in the near future [3]. The sensmies in industry ap-
plications are intended to replace traditional wired senshew applications,
and applications considered too expensive before or evigmossible will now
become possible. The sensor nodes will enlarge the applicateas in the
industry, adding low-cost and mobile sensor nodes in areasast-justified
earlier.

3.3 Problem formulation

In this thesis we investigate if existing infrastructunegls as described above
in Section 3.1, can aid in organizing a wireless sensor mtaaattered over a
large area.

For example, consider two disjoint sensor networks perfiogrthe same
task and delivering information to a sink within its own netk. Remember
that we in Section 2.3 said that, a sink in sensor networkallysconsists of
a high-performance computer with a wireless access paiatedd of sending
the information to a sink each, the sensor nodes could sendethsed infor-
mation through a close by access point in the LAN to one sislgéged sink.
Some of the computers within the existing infrastructurgld@act as base sta-
tions and help the sensor networks to organize themseldgseag., manage
clock synchronization, routes and schedules. The baderstatould handle
tasks considered too energy consuming to perform for theogerodes them-
selves.

A lot of the communication between sensor nodes in a purelg@enet-
work is communication to maintain routes and topology clesndy central-
izing the maintenance of data routes and topology changisfiaations in a
sensor network, we can prolong the lifetime of the sensavort If the ex-
isting infrastructure has knowledge about the whole ndtaod has unlimited
energy, it can perform optimizations not energy cost-eiffedn a purely sen-
sor network by centralizing distributed algorithms likeutiog and topology
changes.
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Exposed sensor nodes forwarding data, can drain theiriesttd herefore,
the sensor network needs to have routing algorithms adgistie routes in
order to distribute the workload. But to distribute the wodd between the
sensor nodes in the network, we need intelligent distribatgorithms and
network information exchange between the sensor nodeglar to maintain
the routes. Hierarchical topologies like clusters withstdu heads and cluster
nodes might need to be rearranged depending on, e.g., theemwhsensor
nodes and the amount of energy in a cluster. In order to masettopology
changes the sensor nodes need to communicate with each@thérypothesis
is:

Centralizing communication-intensive algorithms likeitiag, cluster for-
mation and sensor network optimizations will save energiythas prolong the
lifetime of the sensor network.
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The architecture of AROS

AROS, Asymmetric communication and ROuting in Sensor nétajsee Fig-
ure 4.1, is an architecture based on the problem formulatiddection 3.3.
The architecture uses existing infrastructure as suppowireless sensor net-
works. The infrastructure is mostly static, but there caistaxobile base sta-
tions. The infrastructure is used to build base stationdtblp the sensor nodes
with energy consuming tasks. The infrastructure can coo$isegular com-
puters, PDAs, cellular phones or small embedded systems bake stations
are connected to each other by wire, wirelessly or bothticrga backbone for
the sensor nodes. The base stations have unlimited eneddgragrange wire-
less communication capacity. Having unlimited energy,ltase stations can
always keep their radio on and listen for incoming data frobemdensor nodes
in their network. The base stations have high speed proceasd plenty of
memory, in comparison to the sensor nodes.

The sensor nodes in the network have scarce resources aoontmeuni-
cation range is therefore more limited than that of the btess, because of
the limited energy availability. In order to communicateiwihe base station
some of the sensor nodes might need other sensor nodes tardaitveir data.
The sensor nodes could be mobile and move themselves or edrbgwhand,
if the task changes over time. Some of the sensor nodes mayutwi energy
or could be moved out of radio range from the base station wimred. Other
sensor nodes could malfunction due to fabrication errdistscircuits etc.

The sensor network needs to be robust, dynamic and flexidRO R sen-
sor nodes’ use multihop forwarding in order to communicatih \the base
station and possibly, also with other sensor nodes in thegarkt By allowing

29
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Backbone

4

é Base Station (O Sensor node

Figure 4.1: The AROS topology with three base stations aattesed sensor
nodes. The base stations are connected with each other akladre. Possible
data paths from the sensor nodes in the cluster towards gee dtation are
shown as an example.

multihop communication the area covered by one base statinrbe deter-
mined by the range of that base station’s radio, rather tiyghdrange of the
sensor nodes’ radio. In order to reduce data communicatidhe network,

an hierarchical layered topology is used with cluster heamcluster nodes.
The cluster heads should, if possible, aggregate or/areldata in order to
minimize data traffic in the network.

4.1 Application tradeoffs

With the challenges described in Section 2.5 some enerdgdfts need to be
considered when optimizing/designing a sensor network.iistance, if the
sensor network application is an application with high Qe&ednds, e.g., an
intruder alarm, minimizing the delay-time for the data (aiafrom the sen-
sor nodes to the sink might be the most important task forehea network.
The sensor nodes possibly consume more energy becauseciymlisten
for traffic to forward or send data longer distances in orderetich the sink.
High QoS in delivering important data to the sink might ird#uthat the sen-
sor nodes need to send an ACK to the sending sensor node exfaving a
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message, at the energy consumptions’ expense. Applisatiptimizing the
sensor network for longevity might need to tolerate longaag-time for the
data to reach its destination. Mobile nodes in the netwotkindérease the
communication between the sensor nodes in order to maititaimetwork,
hence consuming more energy. Safety issues also introcgrgyetradeoffs.
Encryption of data increases the workload of the CPUs atehse@ nodes and
possibly increases the data size. Reliable data paths frsensor node to the
sink increase the communication needed in order to estadpliarantees. The
sensor node density could be of importance when sensor fiodesrd data,
in dense sensor networks, sensor nodes does not need tcheandbta long
distances, hence, saving energy.

These are some examples of energy tradeoffs needed to hderaasvhen
optimizing the sensor network. Minimizing the delay-timautd increase the
energy consumption and minimizing the energy consumpt@ndcincrease
the delay-time. The energy tradeoffs need to be considemedidly depending
on the application.

4.2 The AROS vision

Our vision is, by using existing infrastructure, the lifegé of the sensor net-
works will be prolonged. By using existing infrastructuhe tcommunication
exchange between the sensor nodes can be reduced and hersesdor nodes
can save energy. Mobile sensor nodes changing cluster agtitafrom one
base station to another, will be handled by the base staitistesad of by dis-
tributed algorithms performed by the sensor nodes theraselVhe base sta-
tion will, depending on the application, calculate the kestrgy tradeoffs for
the sensor network, as described in Section 4.1.

The base stations in AROS have long radio coverage and thefesensor
nodes running complex distributed multihop clock synclization algorithms,
the clock synchronization can be handled by the base statibhe base sta-
tions can handle routing issues for the sensor nodes andebymionitoring
the sensor nodes’ energy level, the base station can chantgs ifrom sensor
nodes with low energy levels to sensor nodes with higherggnlewels. This
will save sensor nodes from draining their energy when bhigbly exposed
to forward data from other sensor nodes, and it will avoichdasses from
vanishing routes. Topology changes and topology optintnatare handled
by base stations with high-speed processors and plenty wiome If the base
station knows the energy level, the position and task ohallsensor nodes in
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the network, it can perform topology optimizations not gyezost-effective if
performed by the sensor nodes themselves. The base staionemmunicate
directly with the sensor nodes in the network. A query fronaadstation to a
specific sensor node or region for instance, can be askectlglite the sensor
node or region without involving other sensor nodes in betweThe sensor
nodes just need to focus on their assigned tasks until the ¢tafon inform
them about task changes or/and topology changes they n&aedwoabout. If
the sensor nodes know their tasks and when to communicatesaith other,
they can turn off their radio in between and thereby saveggner

In order for the sensor nodes to be able to turn off the rad&forwarding
sensor network without dropping data, knowledge about trensunication
between the sensor nodes need to be known in advance. Orilgl@estution
to enable predefined communication between sensor nodesss the TDMA
protocol. The base stations can calculate a schedule faethsor nodes and
supply the sensor nodes with the information they need tavkiio schedule a
cluster-based sensor network with pure TDMA can increaseéhay-time for
data to be received at the base station from the outermostisandes. The
scheduler can, e.g., divide the spectrum into differennhobés like in FDMA,
and dedicate a separate channel for each cluster. This nigkessible for
several clusters to communicate in parallel and thus miiigithe length of
the TDMA schedule. A combination of TDMA and FDMA could be digmn
to some scheduling problems.

The base station could handle sensor networks with diffayges of ap-
plication demands. Sensor nodes with low demands on thg tisla can be
mixed with sensor nodes with high demands on the delay tinteeyr could
be divided into completely different sub-networks. Formyde, the base sta-
tion can divide the different sensor nodes into differef-aatworks and build
separate routes and schedules for different applicatforecessary. Or, it can
use cluster heads from one application with low interestavirgy energy to
forward data from sensor nodes with high interest of savimgrgy. Depend-
ing on the application, the base station can calculate amapschedule with
optimal routes and sub-networks for the sensor nodes.

As we mentioned earlier, the base stations have long disteommuni-
cation capabilities and are capable of transmitting datactly to all sensor
nodes in their network. The sensor nodes on the other hantt mig be able
to communicate directly with its base station but need ofiemisor nodes to
forward their data. We call this asymmetric communicatiod ahen all the
sensor nodes in the network can communicate with the basenstiirectly we
call that communication symmetric.
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Related Work

In this section we discuss some related work and how theteredghe AROS
architecture.

5.1 The LEACH project

LEACH (Low-Energy Adaptive Clustering Hierarchy) [14] aAROS are com-
pared throughout the papers in this thesis. We have chossmipare AROS
to LEACH for a number of reasons. LEACH is a well known TDMA sfer-
based sensor network architecture and the architectua&lis $imple to com-
pare some of the most important aspects like energy usageessage and
network lifetime. LEACH sends data frequently to the sinkbaise station
without complex algorithms such as thresholds values, segdd 5.2. AROS
can do all the things that LEACH can do and more. AROS can lessafbty is-
sues, routing of data, mobility, handover of sensor nod®s fsne base station
to another, several different types of sensor networkskctynchronization,
reorganization of the sensor network and sensor netwoikgations. In this
thesis we have restrained AROS functionality to that of LEEAG order to be
able to compare the architectures.

LEACH is a TDMA cluster based approach where a node eleet$ itsbe-
come cluster head by some probability and broadcasts amtegveent mes-
sage to all the other nodes in the network. A non-cluster meaid selects a
cluster head to join based on the received signal strengtimgRluster head is
more energy consuming than being a non-cluster head noue, sie cluster
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Figure 5.1: The TDMA scheme in the LEACH architecture.

head needs to receive data from all cluster members in isezland then send
the data to the base station. All sensor nodes in the netvawd the potential
to become cluster head at some point in time. A TDMA round =teef one
set-up phase and a steady-state phase. The TDMA schenseestary round
with a set-up phase to organize the clusters, see figure Sikr the set-up
phase, the system is in a steady-state phase for a certaimaofdime. The
steady-state phase consist of several cycles where athiseades have their
slots periodically. The sensor nodes send their data toltis¢éec head that ag-
gregates the data and send it to its base station at the eadlotgcle. After
a certain amount of time, the TDMA round ends and the netwernters the
set-up phase.

5.1.1 LEACH-C

LEACH-C (LEACH-Centralized) [13] has been developed out BACH and
the basis for LEACH-C is to use a central control algorithnficion clusters.
The protocol uses the same steady-state phase as LEACHgthe set-up
phase, the base station receives information from eaclosende about their
current location and energy level. According to [13], thesse nodes may
get their current location by using a global positioningteys (GPS) receiver
that is activated at the beginning of each round. After ttieg, base station
runs the centralized cluster formation algorithm to deteenthe clusters for
that round. To determine clusters and select cluster hedtsCH-C uses
simulated annealing [23] to search for near-optimal chsst®nce the clusters
are created, the base station broadcasts the informataihttee sensor nodes
in the network. After receiving the message the sensor nods t sleep until
it is time to transmit data to its cluster head.
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5.1.2 LEACH-F

A further developmentis LEACH-F (LEACH with Fixed clust§fé3], which
is based on clusters that are formed once in the first setapephand then the
clusters remain fixed. After clusters have been establjstiedcluster head
position rotates among the sensor nodes within the clusieée advantage
with this is that, once the clusters are formed, there is traug®verhead at
the beginning of each round, no extra communication frombi&ge station
is needed. To decide clusters, LEACH-F uses the same deattatluster
formation algorithm as LEACH-C. The fixed clusters in LEAGHdo not
allow new nodes to be added to the system and do not adjustbthleavior
based on nodes dying. Furthermore, LEACH-F does not haedigos node
mobility.

5.2 TEENand APTEEN

TEEN, Threshold sensitive Energy Efficient sensor Netwokqxol [21] is
an extension of the LEACH project, described in Section 5HEN is a time
critical protocol best suited for time critical applicat&® The protocol is, as
LEACH-C, cluster based with base stations maintaining theter head group-
ing. The base station can communicate directly with the@emsdes but the
sensor nodes are, as in AROS, not always able to communicatsly with
the base station.

The TEEN protocol introduces a hard and a soft threshold hane thresh-
old is a threshold value a sensor node needs to sense befdiagedata to the
cluster head. For instance, sensor nodes sensing temeanatd to rea@l5°C
before sending data to the cluster head. The soft threshitheé imaximum dif-
ference the value is allowed to differ from the hard thredhmdfore sending
data to the cluster head. For instance, once seR$itlg the temperature must
differ +2°C before sending a new data to the cluster head. The sensodnode
not send any data until sensing the hard threshold valueigéve base station
ignorant of the sensor nodes’ state. The base station camssome that the
sensor nodes are alive and working if it does not get datafh@sensor nodes.
Even though the sensor node is not sending data to the chesael, it senses
its surroundings and possibly it even performs some sortimfpitations using
energy.

TEEN differs from AROS in several ways. Once the hard thrigshas
been reached the sensor node turn on its radio and sendgahe thee base sta-
tion. Collisions might occur between concurrent commutimigesensor nodes.
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The authors say that to avoid collisions between concuentmunicating
sensor nodes, TDMA scheduling or CDMA could be used. UsingyROwill
increase the delay time for the data to be received at thedtaien. The life-
time of the sensor network in TEEN depends on how often thetefinodes
communicate with the base station. The number of collisiorthe network
increases as the communication increases. Intensive caioation can even
increase the amount of energy used per bit, compared to tA€HEarchitec-
ture.

The cluster heads in the network send out data with hard dhthseshold
attributes to the sensor nodes. In AROS the base statiordsaitlcommuni-
cation to the sensor nodes in the network. Further, theaerlistads in TEEN
can not turn off their radio as AROS’ cluster heads can. Thetel head in
TEEN can receive data from its cluster nodes at any time. I@8Rhe cluster
heads know when the cluster nodes send their data, and hleuduster heads
can turn off their radio when not scheduled to receive orgmaihdata.

APTEEN, Adaptive Periodic Threshold sensitive Energy kdfit sensor
Network protocol [22], uses the same architecture desdrdd®ove and the
cluster nodes can be scheduled to send data periodicalhetbase station.
As in TEEN, the cluster heads distribute the schedule tolitster nodes.
APTEEN uses TDMA to schedule the cluster nodes, eliminatiegadio col-
lisions between cluster nodes. Thus, increasing the dietayih the network
for time-critical data. The clusters use different CDMA esdn each cluster
an a commonly used code to talk to other cluster heads andagee dtation.
The cluster heads can not turn off their radio in APTEEN sewether cluster
heads can transmit data any given time.

Comparing TEEN and APTEEN to AROS could be useful if the AROS
architecture only suppose to handle realtime applicatidiewever, AROS
can handle several types of applications. Therefore, wes#do compare
AROS to LEACH since we are interested in minimizing the egearged per
bit in the network.



Chapter 6

Summary of the papers and
their contribution

In this thesis we have studied some of the research que$tmnsSection 3.3.
The contributions in the thesis have been published at ige&wed interna-
tional conferences. The vision described in Paper A has peesented at
three different conferences, Euromicro-04, SNCNW-04 aretlidinteknik-
dagarna-05 in the poster session. Paper C is a technicat i&fpine paper
to be presented in Med-Hoc-Net 2006 [25]. In addition to tbleesluler pre-
sented in [25], the technical report also includes a sinravaluation of the
TDMA-scheduler. The papers included in this thesis havg bakn modified
to suit the typography of this thesis and discovered types haen corrected.

We believe that existing infrastructure can aid in orgargzsensor net-
works. In order to justify our believes we presented ourorisio the com-
munity in order to solicit information about the proposedhitecture. After
discussing the vision at several conferences we perfornstatia simulation
study comparing our architecture to another architecttE&CH. We needed
to constrain AROS to their simulation setup in order to malemparable
comparison. In order to dynamically construct clusters vesented a TDMA
scheduler and once again compared AROS to LEACH in order¢ngthen
our believes that existing infrastructure can aid in orgig sensor networks.
Once again AROS was simulated with constraints in order tkenraecompara-
ble comparison.

In the papers B and C we say that AROS is built on the LEACH archi
tecture. We extend LEACH by introducing asymmetric comroation into
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the LEACH architecture. But AROS is capable of much more tivhat the
LEACH architecture is.

6.1 Paper A: Using Existing Infrastructure as Proxy
Support for Sensor Networks

Using Existing Infrastructure as Proxy Support for Sensetworks Jonas
Neander, Mikael Nolin, Mats Bjérkman, In 16th EUROMICRO Gerence
on Real-Time Systems (ECRTS 04), Work in progress, Catdtaily, June,
2004

In this paper we propose a semi-centralized sensor netypproach where
existing, powerful, infrastructure can be used to off-lsadisors and prolong
network lifetime. The semi-centralized sensor network AR@Ges base sta-
tions in order to off-load the sensor nodes. We describeitien/of the AROS
architecture and discuss problem areas and possible@wuti

The contribution of this paper is the vision of the AROS natnarchitec-
ture.

I was the main driving author of this paper and | wrote mosteftext for
the paper.

6.2 Paper B: Asymmetric Multihop Communica-
tion in Large Sensor Networks

Asymmetric Multihop Communication in Large Sensor Netgalénas Nean-
der, Ewa Hansen, Mikael Nolin, Mats Bjorkman, In InternaibSymposium
on Wireless Pervasive Computing 2006, ISWPC, Phuket, &hdjl January,
2006

In this paper we provide an initial simulation study compgrasymmet-
ric multihop communications and symmetric single-hop camioations. The
asymmetric multihop communication is represented by ARGlae symmet-
ric single-hop is represented by the LEACH variants LEACHfd LEACH-F.
The main focus of the comparisons is to study the energy eopsan when
transferring data from the sensor nodes to the base statferdo these com-
parisons in order to verify that, in long distance netwofkswarding data is
more energy efficient than sending it directly to the bastosta
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The contribution of this paper is to show that LEACH with thesnexten-
sion AROS, delivers more messages to the base station tliare bgiven the
same amount of energy. We also show that AROS has more serthes alive
at any given time, after the first demised sensor node. Fumibre, the sensor
nodes that are alive can be found throughout the entire mktilvas providing
coverage of the whole monitored area. Our results show tRQ&improves
communication energy efficiency when the network size iases.

| was the main driving author of this paper and | wrote mosteftext for
the paper. My co-worker and co-writer Ewa Hansen and | hay#emented
AROS and performed the simulations in NS-2.

6.3 Paper C: A TDMA scheduler for the AROS
architecture

TDMA scheduler for the AROS architecturdonas Neander, Ewa Hansen,
Jukka Mé&ki-Turja, Mikael Nolin, Mats Bjorkman, MRTC repd&SN 1404-
3041 ISRN MDH-MRTC-198/2006-1-SE, Méalardalen Real-TimesBarch
Centre, Méalardalen University, March, 2006

Paper C is a technical report of the paper to be presented dhHibe-
Net 2006 [25]. In this paper we present a TDMA scheduler fer AROS
architecture enabling dynamic network configurations. \&etioue the sim-
ulations performed in paper B with the comparison betwegmasetric mul-
tihop communication and symmetric single-hop communicekiut this time
with dynamic network configuration. We also provide a sintiatacompatri-
son between the static network configuration in paper B aach#w dynamic
network configuration.

We show that asymmetric multihop communications with theMFD
scheduler prolongs the lifetime of the sensor nodes withadyo network
configurations in long distance networks. In our simuladiare have studied
how dynamic network clustering in AROS, with non-mobile eedaffects the
amount of data received by the base station. We also showR@E is better
than LEACH in collecting data to a base station with the sasted amount of
energy for long distance networks. We also show that ARO®pas as well
or better than LEACH-C in small networks.

| was the main driving author of this paper and | wrote mosteftext for
the paper.






Chapter 7

Conclusions and future work

In this thesis we have presented an architecture called ARR@Suses exist-
ing infrastructure to aid a sensor network with scarce resmi The existing
infrastructure can be situated in, e.g., hospitals andstig buildings. The
existing infrastructure can aid in prolonging the lifetimiehe sensor network,
as the existing infrastructure has unlimited energy, laarge radio capacity
and high-speed computers. Prolonging the lifetime is aelidy centralizing
some of the energy consuming tasks that before were pertbloynehe sensor
nodes themselves.

Not all sensor nodes are assumed to be able to communicatdlgivith
the infrastructure in AROS, some sensor nodes need othsoiseades in or-
der to forward its data. Forwarding data from other sensaesdn sensor
networks is usually one of the most common forms of collatienebetween
sensor nodes. Experimental measurements indicate thahenivation cost
in wireless ad-hoc networks is at least two orders of mageituigher than
computation costs in terms of consumed power and accordif$i, the most
energy-consuming activity in sensor networks.

We have shown with initial simulations that the AROS ardttitiee is sulit-
able for prolonging the lifetime of sensor nodes in the semstwork. The
simulations are compared to a well known symmetric cluséesel architec-
ture called LEACH. Comparing AROS to LEACH, forced us to rest AROS
to that of LEACH in order to do a fair comparison. The compamishows
that AROS with static configuration performs at least as \&eslLEACH in
small networks, less than 100x100m, and up to 97 % betterge laetworks,
400x400m. We have shown that AROS still has got 88 % of itsaemsdes
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alive when all the sensor nodes in LEACHSs’ network have udkedfaheir
energy and demised.

In our simulations, we have also studied how dynamic netwtuktering
in AROS using a TDMA scheduler and non-mobile sensor nodés;ta the
amount of data received by the base station. We have showARRS is
better than LEACH-C in collecting data to a base station i same total
amount of energy for long distance networks. We have alsashihat AROS
performs as well or better than LEACH-C in small networks.

Future work

In this thesis we have shown simulations from statically dywlamically con-
figured networks. The round time and the number of clustedsibave been
fixed in order to be able to compare AROS to LEACH. In future kwae will
evaluate what types of scenarios AROS is suitable for byeging the sim-
ulation domain. We are planning to perform thorough sinmorfet of AROS
where we lift some of the restrictions placed on AROS in ortdecompare
it against LEACH. Two such important restriction is the nweniof cluster
heads and the round time. Our belief is that AROS can perfmen better
when being able to change the number of cluster heads angd akie to vary
round times. Also, initial results show that network lifag can be improved
when distributing the cluster heads more evenly over thevorkt [12]. We
will further investigate methods to distribute remainimgegy evenly over the
whole sensor network, in order to maximize the lifetime. Wk iwplement
intelligent routing algorithms, better clustering fornoats and investigate how
AROS behaves with different number of sensor nodes in thearkt Further-
more, we will investigate other parameters than the numfbyeaickets received
at the BS. An example result metric include how networkilifet is correlated
to the delay time in the network.

We are planning to do a simulation comparison between ARQST&EN
and APTEEN in order to evaluate AROS further and see how AR&fpns
in comparison to other architectures than LEACH. We wilbdammplement the
AROS architecture in a real network and test how AROS behavesreal
sensor network.
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Comments to the paper

In this paper the base stations were called proxies and.sWisthought of
several types of nodes in the network, where some nodes wanepowerful
than others. The more powerful nodes could offload the smatides, thus
called proxy. The data were sent to a sink somewhere in tiveonlet Today
the proxy and sink are the same and when we compared AROS tCHEA
Paper B, we change it to base station in order not to confeseetiders.



Abstract

In many environments where communications infrastructdready ex-
ists, e.g., factories and hospitals, sensor networks egijgins are becoming
increasingly interesting. We present our ongoing work @iraedeveloping
a network architecture using such existing infrastrucag@roxy support for
sensor networks. The proposed topology is asymmetric icoilsmunication,
i.e., the proxy can reach its sensor nodes in one hop but iheeguarantee
that the sensor nodes reach the proxy directly. Thus we gefodivide the
topology hierarchically.

Too handle sensor nodes with different demands and to sa&rg\eat the
sensor nodes we propose to schedule the sensor nodes wighDivfision
Multiple Access (TDMA). We outline a proposed network atebture and
point out important research issues that must be addres¥eel.of the main
purpose of this paper is to solicit feedback on our proposddark architec-
ture.
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8.1 Introduction

In this paper we present work in progress in the area of arctite design
for sensor networks. With the growing interest in sensownsts, efficient

communication infrastructures for such networks are bécgrincreasingly

important. A sensor node is typically a tiny computer withited computa-

tion resources and limited power supply, using on-board@ento sense the
surrounding environment, and using a wireless commuiicatystem to re-
port to a network connection point (a netwaikK) [1, 2, 3].

Sensor networks are designed for many purposes. Among tresting
application areas are environmental surveillance ancedilamce of equipment
or persons in e.g. factories and hospitals. Common for aliegtion areas are
that sensor nodes are left unattended after deploymentdhamunication is
wireless and the power supply is limited.

Having unattended sensor nodes with limited power supptipéies that
one important feature of sensor networks is robust funatinin the face of
network nodes dropping out of the network after some timetisy. Another
implication is that, if the network is to survive a longer joer of time, new
nodes will have to be added to the existing network. The nétwapology is
thus dynamic even if the sensor nodes not necessarily ar#danob

Some sensor nodes will not be able to directly communicatie tive net-
work sink. The traffic from these sensor nodes must be foredtwy other
sensor nodes, hence routing schemes are necessary. Rufutiaffic through
other sensor nodes will however increase the power consomet the for-
warding sensor nodes. Therefore, routing decisions mustgéully evaluated
in order to maximize network lifetime.

The main research focus in sensor networks has been onrwuiidiworks
consisting of sensor nodes only. These, peer-to-peer nietwely on energy
draining and complex distributed algorithms to establigh eetwork topology
and membership. In this paper, however, we are proposinghacntralized
approach where existing, powerful, infrastructure canseduo off-load sen-
sors and prolong network lifetime.

The outline of this paper is as follows: In section 8.1.1 wetivade the
use of a proxy backbone in our architecture and in sectior?2 8& present
related work done with TDMA in sensor networks. In sectioh8e list some
important problem issues in sensor networks and in sect®w®& propose our
asymmetric topology proxy backbone architecture for senedes.
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8.1.1 Proxy Solution

In order to lower the risk of a sensor node draining its povesiources by
forwarding traffic from other nodes, we propose a hieramhiafrastructure
where some nodes have more power resources and thus cdritessimaller
nodes with communication and data processing. Since the powerful

nodes can offload the smaller nodes, we call the more poweofigsprox-

ies Our sensor network architecture thus consists of a largebeu of sensor
nodes, a smaller number of proxy nodes, and one or possibig matwork
sinks.

Often, the proxies can be situated in existing infrastrectdror instance,
there are infrastructure networks built in hospitals ardistrial factories that
could be used to prolong the lifetime of the sensor netwaorks.infrastructure
network can act as a fault tolerant proxy backbone for semsdes collecting
data or monitoring patients. Industrial and hospital isfiracture networks are
static and they do not have limited energy as sensor nodes hathis paper
we assume that the proxies are stationary. Sensor nodes imettvork con-
nected to machines, medical equipment, patients etc. heaeyang degree of
mobility, however we will treat them as if they were mobiledaas if the topol-
ogy of the sensor network was frequently changed. The iméretsire network
could be wired, wireless or a combination of both. Some sigadhospital
equipment could be disturbed by wireless transmissionsreay not be feasi-
ble to have strong-powered wireless proxies talking to edisar. Some of the
proxies thus need to be wired and have low-powered wiretaasmitters that
do not disturb sensitive equipment.

The advantage of using proxies as masters for a sehssteris that prox-
ies have a lot of memory, high speed processors, “unlimitetrgy etc. A
proxy can always have the radio transmitter/receiver adtivperform com-
plex optimizations and routing for the sensor nodes. A proxgur architec-
ture, has large radio coverage and can potentially acckffteabensor nodes
that are receiving the signal to its cluster. To build clustef sensor nodes
to reduce the amount of traffic in the network is proposed gn g]. Some
sensor nodes become cluster-heads and collect all tradfit/fio their cluster.
A cluster-head sends the collected traffic to a gateway irclingter who will
forward the traffic towards the sink.

The most power-consuming activity of a sensor node is tylgpicammu-
nication [5]. Communication must hence be kept to a minimtitnis applies
to transmission, reception and listening for data. All\atiés involving com-
munication are power-consuming and the most important wasave power
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is to turn the radio off as much as possible. We thereforegsephe use of
Time-Division Multiple Access (TDMA) schemes for sensodeccommuni-
cation.

8.1.2 TDMA scheduling for sensor networks

Several different TDMA schemes have been proposed for seeseorks and
most of the schemes use sensor nodes to schedule the network.

In [6], methods for reducing energy consumption at all Is\aflthe hierar-
chy is presented. The sensor nodes communicate with areadjlaasestation
within ten meters from the sensor nodes. The sensor noddsisga directly
to the basestation without involving other sensor nodeserssr node is as-
sumed to synchronize its clock with the basestation sevienak per second
when TDMA is used. When frequency-division multi accessNH) is used,
the radio will be on for longer periods of time than with TDMkee transmis-
sion times are prolonged when using FDMA. FDMA on the otherchdoes
not need to have the sensor nodes’ clocks synchronized asAT@ids. The
authors of [6] use a hybrid of TDMA and FDMA called TDM/FDM atitey
give an analytical formula to calculate the optimum numidert@nnels to use
in order to get the lowest power consumption.

LEACH is a TDMA cluster-based approach [4]. A node electslitso
be cluster-head by some probability. It broadcasts an @dgarent message
to the all the other nodes. A none-cluster-head node sededisster-head to
join by the received signal strength. To be cluster-headushmore energy
consuming than to be a non-cluster-head node. All nodeseimétwork are
supposed to be cluster-head during some time period. The ABbheme
starts every cycle with a set-up phase. After the set-upeptiessteady-state
phase begins for a certain amount of time. In the steadg-ptadise there are
several frames where nodes have their slots periodicalignTafter a certain
amount of time the TDMA cycle ends and re-enters the set-aggh

Dynamically changing the topology without global knowledsyf the topol-
ogy is energy consuming. It is impossible to do optimal ralgeisions with-
out knowledge of the future topology. Further, several ragss have to be
exchanged between the sensor nodes to establish and mairgaopology.

In passive clustering [7], no extra messages for buildirgttpology are
needed. The first node sending a message will piggyback tidesstate to
the others. The nodes will form clusters by piggybacking bite in the MAC
layer. A node will need to store cluster-heads and gatewaits memory. If
a cluster-head has been silent for a certain amount of tise@moved from
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the memory. When all the cluster-heads have been removedtfr® memory,
the sensor node will set its state to the initial state and steer again. In [8],
the authors extend the passive clustering with a low endegg.sSensor nodes
below a certain amount of energy will put themselves in lowrgg state and
will only participate in local collection of data. Still, seor nodes will need to
save the topology in memory and they will need to handle tlamghs. Also,
a cluster-head or a gateway will remain in the same statéthetenergy falls
below a certain threshold.

8.2 Problem Areas

Below we list some important issues.

e As already mentioned in Section 8.1, sensor nodes haveesmasources.
A major part of their total energy is used by the wirelessaddisend and
receive data [5]. Itis of great importance to reduce thditrbEtween sensor
nodes in order to prolong their lifetime. Some sensor netwadjust the
radio power to save energy. Some networks build clustesgfiudata etc.,
to reduce the amount of traffic in the network. To organizedisttibute the
clusters is costly and some sensor nodes will be more expbaadthers.
The need to reorganize the cluster to spread out the extidoearrequires
message exchange.

e Sensor nodes could be scheduled or schedule themselves tofftuheir
radio (sleep) for a specified amount of time. When schedulieghselves
to sleep they have to inform the adjacent sensor nodes alisut $end-
ing messages is costly and the energy saved by sleeping bedtst in
messages scheduling sensor nodes to sleep.

e Sensor networks using the cluster-based approach couldauser sense
multiple access (CSMA), FDMA, TDMA etc., to schedule thesmmodes.
The radio needs to be turned on frequently when using CSMAe@iise
it could miss messages from adjacent sensor nodes. Medsagesensor
nodes could interfere with each other and result in retrasson of mes-
sages.

e Sensor nodes in a TDMA network need to have their clocks weiltisro-
nized. Since the clocks of sensor nodes with separate Jltoa sources
will drift in relation to each other and causelack skewsensor node clocks
must be resynchronized at regular intervals. If the cloaksame synchro-
nized, scheduled messages could be missed or messagesrieosersor
node could collide with other messages, i.e., waste of gnerpwever,
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Figure 8.1: Overview of the architecture.

extra messages will have to be exchanged between sensa tookieep a
global time.

Routes for messages from a sensor node to the sink will neled éstab-
lished. Sensor nodes could be added, or disappear forcimgautes to be
established. Building routes requires knowledge of thevoet or message
exchange between sensor nodes. Building optimal routedbdégoackets in
the network requires global knowledge of the network aeddtitre. Global
knowledge of the network requires a lot of memory, but sensadles have
a limited amount of memory to their disposition. Using theaer part of
the memory to store information about the topology draljicaduces the
amount of work a sensor could perform.

Sensor networks using messages to establish routes byrftptid net-
work, omniscient multicast, advertising/requesting [0] &tc., will con-
sume large amounts of energy to establish and maintaingottence, the
number of such maintenance messages needs to be minimized.

To have sensor nodes with different quality of service (Qeg)irementsin
the same network will increase complexity, computatiorgsraaio uptime
if managed locally at the sensor nodes. Some optimizatidthshat be
cost-effective in a sensor network, i.e., it would cost nmtorealculate and
distribute the optimization than what could be gained framdptimization
itself.
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8.3 Using Proxies in Sensor Networks

We propose to build our topology based on clusters with aybackbone that
has “unlimited” energy and “enough” bandwidth in the baakbahannels,
see Figure 8.1. The proxy backbone could be e.g. regular ctargy) PDAs
or small embedded systems. The proxies are connected tmtsatby wire,
wirelessly or both. To be able to turn off the radio of the sgmodes as much
as possible, we propose to use TDMA to schedule the comntioncaf the
sensor nodes. Furthermore, we propose to build clustetseaénsor nodes
where the proxy is the cluster-head. Using clusters wileehe scheduling of
the sensor nodes. One proxy is used for each sensor clustéheuproxy is
master for the sensor nodes in the cluster. The proxy cam i@hthe sensor
nodes in the cluster directly and a similar TDMA scheme asBACH could
be used in our topology.

Not all sensor nodes are assumed to be able to communicatglyliwvith
the proxy. Some sensor nodes need other sensor nodes taddaheatraffic
to the proxy. For example, regard Sensor B in Figure 8.1. ltidated on the
fringe area of the cluster and its radio power is not able &xhethe proxy
directly. Sensor B needs to use Sensor A to forward its tra8iensor B has
in its turn to help Sensor C with forwarding of traffic. Thuse wropose an
asymmetric topology where the proxy reaches all the sermigsiin its cluster
but the sensor nodes might not reach the proxy directly. Willgesult in a
network hierarchy where proxies are at the top and sensarshace divided
into different lower levels depending on the sensor nodesX étc. Simulations
and future experiments will show how to organize the bestinidy.

The proxy will do the route decisions and manage topologyngba for
the sensor nodes. A proxy will make a TDMA schedule for itsstgu and
inform each sensor node about their assigned time slot. fidye/ pvill look at
other proxies’ schedules and ensure that its sensor nodest diaterfere with
other clusters. The sensor nodes only need to focus on thwirtasks and
thereby save energy that otherwise would be used to do extnauwtation and
to exchange messages with other sensor nodes in order ttaimahre network
topology. The proxy will change existing routes to save higixposed sensor
nodes from draining their batteries. When a proxy receive®asage from a
new non-adjacent sensor node, it will compute the best pfoxthat sensor
node. The proxy will compute the best route for new sensoes@ahd inform
the concerned sensor nodes about the changes. It will adsik dhrearranging
old routes to new ones would benefit the sensor nodes. Ndtler kinowledge
of the network is needed at the sensor nodes, and the mentoheaased for
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data aggregation etc. Proxies can make optimizations thateasensor node
network would not consider cost-effective by changing #lative cost of the

optimization as work is moved from the sensor nodes to thgyprissues to

solve include

o Mobility: Mobile sensor nodes will make the scheduling déems worse.
e Energy: When is it worth to reroute the sensor nodes in omlesave
energy?

e Optimization: What is an optimization goal and when do wecete
them?

e New sensor nodes/dead sensor nodes: When to do reroutirgpamiza-
tions when a new node enters the cluster or dies?

Depending on the TDMA scheme used, the maximum allowed dkely
will be known. From this, and from knowledge about the drifttloe local
clocks, the maximum time interval between synchronizagints can be cal-
culated. This in turn implies a maximum sleep time for thessemodes, i.e.
how often they must listen to the radio in order to keep thieicks in synchro-
nization with the TDMA schedule.

Some sensor nodes in the cluster could be scheduled foriaptimnergy
saving, others could be scheduled for QoS. In our architeatie can handle
sensor nodes with different demands without involving thmle sensor net-
work for reorganization etc. Proxies will handle all extrarkload and only
the concerned sensor nodes will have to be reorganized. ndameon the
application running on the sensor node, i.e. the requeste3] Qe proxy will
schedule the sensor nodes differently. A sensor node witHJoS demands
could/would be scheduled to sleep during several TDMA c/cBensor nodes
with higher demands could/would be scheduled every TDMAe&we more
often if necessary. Having sensor nodes with low QoS sleepglseveral
TDMA cycles will increase the delay for topology changes aressages from
the sensor nodes to the sink. Different QoS demands in tionetmply high
complexity not trivial to solve. We need to group sensor rsodithin a cluster
in a smart way to guarantee response time etc.

Sensor nodes in a cluster need to help new sensor nodes wittece
ing to the proxy. A new sensor node will try to contact the ekigproxy but
sometimes a message could be received by another proxyaiagem which
sensor node heard the message first. If the new sensor nodesasasby an
adjacent cluster they will forward the message to its prdXye proxies then
handle the possible handover. Timing issues for the sem&tsare important
to solve. How many cycles after the first request to join atelusan a new
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sensor node be guaranteed to be in the cluster? Could a seydscount on
other sensor nodes forwarding the message to the proxy Glestions need
to be solved.

The proxy backbone needs to be fault tolerant and if a prosgppears,
other proxies have to take over the orphan cluster. New psoxiight enter
the backbone and the clusters must be optimized to the nevoriestructure.
We need to solve how to handle the re-clustering of the alsistethe network
if a proxy should be added, removed or disappear. We needvdudutions
for the case if a proxy disappears and the remaining proridss network do
not reach all the sensor nodes. Traditional sensor schevn&sloe one way to
solve the problem with unreachable sensor nodes.
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Abstract

With the growing interest in wireless sensor networks, gnefficient com-
munication infrastructures for such networks are beconmiegeasingly im-

portant. In this paper, we compare and simulate asymmetidcsgmmet-
ric communication in sensor networks. We do this by extepdiBEACH, a

well-known TDMA cluster-based sensor network architegtuo use asym-
metric communication. The extension makes it possible aesap the net-
work size beyond what is feasible with LEACH and its varidtEACH-C and

LEACH-F.
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9.1 Introduction

In this paper we present a simulation comparison betweemmgyric and
symmetric communication. We do this by comparing LEACH [dfich
uses symmetric communication, to a new extension of LEAC:d¢a#AROS,
Asymmetric communication and ROuting in Sensor networks. Show that
asymmetric multihop communication prolongs the lifetinfighe sensor nodes
in large networks. AROS is based on LEACH-C and LEACH-F [Z]ises the
possibility to use asymmetric communication and forwagdihpackets [3, 4].

With the growing interest in sensor networks, efficient caimioation in-
frastructures for such networks are becoming increasimgbortant. Among
the interesting application areas for sensor networksrarie@mental surveil-
lance and surveillance of equipment and/or persons in, fagories or hos-
pitals. Common for application areas considered in thisspape that sensor
nodes are typically left unattended after deployment, thmmaunication is
wireless, and the power supply is limited.

Deploying unattended sensor nodes with limited power seppmplies
that one important feature of a sensor network is its robusttfonality in
face of failing network nodes. Another implication is th&the network is to
survive a longer period of time, new nodes will have to be dddehe existing
network. Thus the network topology must be dynamically alale.

In AROS we use a semi-centralized approach where resodeguate in-
frastructure nodes can act as base stations and, henced®usf-load sen-
sors and thus prolong network lifetime. Often, the baséostaican be situated
in existing infrastructures. For instance, there are Biftacture networks built
in hospitals and industrial factories that could be usedti hase stations and
thereby prolong the lifetime of the sensor networks. Theastfucture network
can act as a, possibly fault tolerant, base station backlooisensor nodes.

Industrial and hospital infrastructure networks are reddy static and they
do not have limited energy as sensor nodes do. In this papasswme that
the base stations are stationary. The infrastructure mktemuld be wired,
wireless or a combination of both, see Figure 9.1.

A base station in LEACH-C, LEACH-F and AROS has large radigeto
age and has the potential to accept all the sensor nodes¢hedciving the
signal from the base station. For some sensor nodes, it mhighby energy-
consuming to communicate directly with a base station. Tééi¢ from these
sensor nodes should rather be forwarded by other sensos irodeder to save
energy.

One possible solution in order to reduce the amount of traffibhe net-
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Backbone

Figure 9.1: Overview of the architecture.

work is to build clusters of sensor nodes as proposed in &,d1,[6]. Some
sensor nodes become cluster heads and collect all traffidtiodheir cluster. A
cluster head aggregates the collected data and then sdodtsibase station.
In AROS, asymmetric communication is possible. That is, lihee station
reaches all the sensor nodes directly, while some sens@snmhnot reach
the base station directly but need other nodes to forwardgita, hence rout-
ing schemes are necessary. Routing of traffic through o#resos nodes will
increase the power consumption of the forwarding sensoexod@herefore,
routing decisions must be carefully evaluated in order taximee network
lifetime. AROS extends LEACH-C and LEACH-F with multihopriearding
for traffic directed towards the base station.

The most power-consuming activity of a sensor node is tylpicadio com-
munication [7]. Hence, communication must be kept to an labsoninimum.
All activities involving communication are power-consungiand the most im-
portant way to save power is to turn off the radio as long timpassible. This
applies to transmission and reception, but also to lisgefon data. Hence, as
in LEACH and its variants LEACH-C and LEACH-F, we use Time [Bien
Multiple Access (TDMA) schemes for sensor node commuricati Using
TDMA allows the radio to be turned off for long periods of tim&ROS dif-
fers from LEACH and its variants when it comes to the cluseads sending
data to the base station. For this part of the communicatiBACH and its
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variants use CSMA while AROS uses TDMA.

In this paper we provide an initial simulation study compgrasymmetric
multihop communications (AROS) and symmetric single hapewnications,
represented by the LEACH variants LEACH-C and LEACH-F. Tramiocus
of the comparisons is to study the energy consumption wlaesterring data
from the sensor nodes to the base station. We do these caopsin order
to verify that, in large networks, forwarding data is morewgy efficient than
sending it directly to the base station.

We show that LEACH with the new extension AROS delivers mossm
sages to the base station than before, given the same amfoemergy. We
also show that AROS has more sensor nodes alive at any gimen difter the
first demised sensor node. Furthermore, the sensor nodesréhalive can
be found throughout the entire network thus providing cagerof the whole
monitored area. Our results show that AROS improves comeatioh energy
efficiency when the network size increases.

The rest of this paper is outlined as follows: in Section %&,describe
related work. In Section 9.3, the AROS architecture is pregk Section 9.4
describes the comparisons between AROS and the LEACH mist@nd Sec-
tion 9.5 presents the results from the comparisons. Finaklyconclude and
outline future work.

9.2 Related Work

LEACH (Low-Energy Adaptive Clustering Hierarchy) [1] is &MA cluster
based approach where a node elects itself to be cluster hiesadte probability
and broadcasts an advertisement message to all the othes imaithe network.
A non-cluster head node selects a cluster head to join basdéideoreceived
signal strength. Being cluster head is more energy consuthan to be a non-
cluster head node, since the cluster head needs to recedv&aa all cluster
members in its cluster and then send the data to the basenstatil nodes
in the network have the potential to be cluster head durimgesperiods of
time. The TDMA scheme starts every round with a set-up phasgganize
the clusters. After the set-up phase, the system is in ayststate phase for a
certain amount of time. The steady-state phases consistefa cycles where
all nodes have their slots periodically. The nodes send tfa¢a to the cluster
head that aggregates the data and send it to its base statfmmend of each
cycle. After a certain amount of time, the TDMA round ends #m&network
re-enters the set-up phase.



68 Paper B

LEACH-C (LEACH-Centralized) [2] has been developed out &ACH
and the basis for LEACH-C is to use a central control algaritb form clus-
ters. The protocol uses the same steady-state protocolASHEDuring the
set-up phase, the base station receives information frammade about their
current location and energy level. According to [2], the @®dnay get their
current location by using a global positioning system (GieSgiver that is ac-
tivated at the beginning of each round. After that, the btetéos runs the cen-
tralized cluster formation algorithm to determine the tdusfor that round. To
determine clusters and select cluster heads, LEACH-C ursesaded anneal-
ing [8] to search for near-optimal clusters. Before runrtimg algorithm that
determines and selects the clusters, the base station sulesthat only nodes
with “enough” energy are participating in the cluster heatéstion. Once
the clusters are created, the base station broadcastsoheaation to all the
nodes in the network. Each of the nodes, except the clustat, lietermines
its TDMA slot used for data transmission. Then, the node ¢gmskeep until it
is time to transmit data to its cluster head.

A further development is LEACH-F (LEACH with Fixed clustgrg].
LEACH-F is based on clusters that are formed once - and thed.fikhen, the
cluster head position rotates among the nodes within thetesluThe advan-
tage with this is that, once the clusters are formed, theme set-up overhead
at the beginning of each round. To decide clusters, LEACHéSithe same
centralized cluster formation algorithm as LEACH-C. Theefixclusters in
LEACH-F do not allow new nodes to be added to the system andtadjust
their behavior based on nodes dying. Furthermore, LEACHésdhot handle
node mobility.

TEEN (Threshold-sensitive Energy Efficient sensor Netwindtocol) [9]
and APTEEN (Adaptive Periodic Threshold-sensitive Endtfficient sensor
Network protocol) [10] are both designed for time-critieglplications. Both
TEEN and APTEEN uses asymmetric communication between dse bta-
tion and the sensor nodes. Further, they build clusters elitster heads that
perform data aggregation and then send the aggregateddhtaliase station
or to a cluster head.

In TEEN, the cluster head broadcasts a hard and a soft tHdeghdts
members. The hard threshold aims at reducing the numbeartdrrissions by
allowing the nodes to transmit only when the sensed at&isuin the range
of interest. The soft threshold further reduces the numbgansmissions by
eliminating all the transmissions which might have occdiroéherwise when
there is little or no change in the sensed attribute. Thethodishold can be
varied, depending on how critical the sensed attribute laatetrget application
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are.

APTEEN is a hybrid protocol that changes the periodicityhoeshold val-
ues used in the TEEN protocol according to the user needsartgie of the
application. In APTEEN, the cluster head broadcasts phl/giarameter at-
tributes important for the user. APTEEN sends periodic tlagive the user
a complete picture of the network. APTEEN also responds idiately to
drastic changes for time-critical situations.

Both TEEN and APTEEN are modified to reduce the amount of ngessa
in the network, hence, increasing the lifetime of the nekwétowever, a com-
parison between TEEN and APTEEN with LEACH and its variaassin [9]
and [10], is not directly suitable. LEACH sends data peady to the base
station while TEEN and APTEEN only send data after a certaieghold. This
will result in longer delay times and prolonged network tifee. LEACH and
LEACH-C delivers more data than TEEN and APTEEN to the baatost
Hence, LEACH and LEACH-C consume less energy per messageltbBN
and APTEEN. Since TEEN and APTEEN are protocols for longewitly and
do not consider the data throughput to the base statiorhdéyiend the scope of
this paper to compare them with AROS. It is more suitable togare AROS
with LEACH and its variants because they also send data glieglly to the
base station.

9.3 AROS

AROS is based on clusters with a Base Station (BS) with “uitdidi energy
and “enough” bandwidth in the backbone channels, see FgureThe BSs
are connected to each other by wire, wirelessly or both. Taldbe to turn off
the radio of the sensor nodes as long as possible, we propassz{TDMA
to schedule the communication of the sensor nodes. Furthrefiwe propose
to build clusters where the BSs are the masters in the netvikankher, when
using clusters we can aggregate data to minimize the conuation in the
network. The BS can reach all its sensor nodes directly amahiéas TDMA
scheme as used in LEACH could be used in AROS.

All clusters have a Cluster Head (CH) that can aggregate asel data
received from sensor nodes in its cluster. CHs are the omlyasenodes that
send and forward data to the BS. All CHs may not be able to comicate
directly with the BS. Some CHs need other CHs in order to fodvtlae traffic
to the BS. For example, CH B in Figure 9.1 is located on thegfiarea, and
its radio power does not reach the BS. CH B needs to use CH Arteafd
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its traffic. CH B in its turn has to help CH C with forwarding eé&ffic. Thus,
we propose an asymmetric topology where the BS reaches akiitsor nodes
while the sensor nodes might not reach the BS directly.

The BS will make route decisions and manage topology chafuyess
sensor nodes. The BS will construct a TDMA schedule for itssee nodes
and provide the information to each sensor node about theigiaed time slot.
The BS will look at other BS schedules and ensure that itsssemsies do not
interfere with adjacent sensor nodes. The sensor nodeserly to focus on
their own tasks and thereby save energy that otherwise wmilgsed to, e.g.,
do extra computations or exchange messages with otherrsesges, in order
to maintain the network topology. The BS will change exigtinutes to save
highly exposed sensor nodes from draining their batte¥idsen a BS receives
a message from a new sensor node, it assigns that node to #iesuitable
BS. When a BS is assigned a new sensor node, the BS will contipriteest
route and inform any other concerned sensor nodes abouhtmges. The
BS will also check if the network would benefit from rearramgyiold routes
to new ones. No, or little, knowledge of the network is needethe sensor
nodes. The BS can make optimizations that a pure sensor ebaenk would
not consider cost-effective. Issues to be considered b &imclude:

e Mobility: Mobile sensor nodes will make the scheduling dé&mis more
complex.

e Energy: When is it worth to reroute the traffic in order to samergy?

e Optimization: What are the network optimization goals argtwdo we
execute the optimizations?

e New sensor nodes/dead sensor nodes: When to do reroutingpéind
mizations when a new node enters the cluster or demises?

e New sensor nodes added to the network: Which BS does thersests®
try to send its join request to? Does a sensor node need lefpdither
sensor nodes with forwarding of its whereabouts to the BS?

e Timing issues: After what time can a new sensor node be gteedio
be inserted into a cluster?

e What happens if a BS disappears or a new BS enters the network?

Depending on the TDMA scheme used, the maximum allowed d&el
will be known. From this, and from knowledge about the drifittoe local
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clocks, the maximum time interval between clock synchratins can be cal-
culated. This in turn implies a maximum sleep time for thessemodes, i.e.
how often they must listen to the radio in order to keep thieicks in synchro-
nization with the TDMA schedule.

Some sensor nodes in the network could be scheduled for iaptinen-
ergy saving, while others could be scheduled for Qualityerfvige (QoS). In
our architecture, we can handle sensor nodes with diffefemands without
e.g., involving the whole sensor network for reorganizatiohe BS will han-
dle all the extra workload, and only the sensor nodes coredesill have to be
rescheduled or reclustered. Depending on the applicatiumimg on the sensor
node, i.e. the requested QoS, the BS will schedule the sensles differently.
A sensor node with low QoS demands could/would be schedalskgép dur-
ing several TDMA cycles. Sensor nodes with higher demandsdfeoould
be scheduled every TDMA cycle (or more often if necessarygvikly sensor
nodes with low QoS sleep during several TDMA cycles will e&se the delay
for topology changes and messages from the sensor nodesB&tiDifferent
QoS demands in the network imply high complexity. Sensoresaalithin a
cluster must be grouped in a smart way to e.g., guaranteernssgime.

9.4 Simulations

In order to verify our assumptions that forwarding will reguthe amount of
energy for large network sizes, we have set up a fixed, sing|eBtwork in NS
2 [11], created with the centralized cluster formation aiipon that LEACH-C
uses, see Section 9.2. The BS does not make any optimizatihsas i.e.,
recalculation of the best cluster formation, or the optiste¢p time. Below we
show that AROS, with asymmetric communications and forweydf packets,
extends the lifetime of LEACH and its variants with respecttte amount of
energy consumed by the sensor node per data packet sentB& titere we
assume that the sensor nodes are clock synchronized, agSttka@ow the
position of the sensor nodes.

We have set up the system using the MIT uAMPS LEACH ns Exterssio
(UAMPS) [12]. UAMPS was developed on the Network Simulatiatfprm
(NS 2) [11]. Test simulations were performed to verify theplementation
of LEACH and LEACH-C protocols. We have implemented the LERE
protocol in NS 2 and the results were verified based on thelation results
in [2].

First, the simulations were configured as in [2] i.e., a neknsize of
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Table 9.1: Characteristics of the network

1:st simulation| 2:nd simulation
Network size 100X100m 400X400m
BS location, x,y | 50,175 200,475
Nodes 100 100
Processing delay 50 us 50 pus
Radio speed 1 Mbps 1 Mbps
Data size 500 bytes 500 bytes

100x100 meters with 100 nodes randomly distributed and #se Istation lo-
cated at positiomr = 50, y = 175. That is, the BS was placed 75 meters
outside the area where the sensor nodes were deployed. ThesBi&dules
the CHs every 20:th second. Each node sends a message to dsrig a
given time slot. According to [2], the most energy efficiehtster formation
have between 3 to 5 clusters in a 100x100 meter network. lerdoche able to
study the behavior of forwarding, we have chosen to use 4erkisWe placed
2 clusters close to the BS, to forward data from the 2 clugtézsed at the
back of the network. The sensor node starts with 2 Jouleserggrand the
simulation continues until all the sensor nodes in the netvaave consumed
all of their energy. All sensor nodes have an equal amounmerfgy when the
simulation starts. In order to make comparisons possibéehave used the
same channel propagation model, radio energy model and fwramng en-
ergy model as in LEACH [2]. The energy consumption of the@ddinsmitter

is according to [2 friss—amp = 10pJ/bit/m? for distances under 87 meters
andewo—ray—amp = 0.0013p.J /bit/m* for distances over 87 meters. The ra-
dio electronics cost/energy was setip,.. = 50nJ/bit. The data size was
500 bytes/message plus a header of 25 bytes(500bytes + 25bytes) * 8 =
4200bits. The equation for calculating the amount of energy useddodmg

a messagé€ meters is:

_ b* Ecec + b €friss—amp * d2 1 d < 8Tm
ETT B { b * Eelec + b * €two—ray—amp * d4 : d 2 87m (91)
and the amount of energy used when receiving a message is:
ERQ: =bx Eelec (92)

Further, all the parameters, such as radio speed, progedslay and radio
propagation speed were the same as in [2], see Table 9.1. nEngyemodel
can benefit from improvements, however this is outside tbpeof this paper.
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Figure 9.2: Simulation results showing the average energsihtion per
TDMA-round in LEACH.

In the second simulation, the network size was increase@®@4D0 me-
ters. The amount of sensor nodes randomly distributed inghgork remained
the same as in the first simulation, i.e. 100 nodes. Also mdhase, we placed
the base station 75 meters outside the monitored area, atdoa: = 200,
y = 475. According to the equation in [2], the optimal number of ¢éus
for this network size is somewhere between 1 and 24 clustensidering the
energy consumption. Simulations with LEACH show that thestrenergy-
efficient cluster formation is between 4 and 5 clusters, sgar€ 9.2. In order
to study the behavior of forwarding, we have chosen to usevan eumber
of clusters. We put half of the clusters in the front and theeothalf in the
back of the network, from the BS’ point of view. The clusterghie back of
the network use the clusters in the front to forward theiadatthe BS. When
using even number of clusters, the lowest amount of energgrisumed when
using 4 clusters, as can be seen in Figure 9.2. All the pamm)eixcept the
BS’ location and the network size, are the same as in the iiinstlation setup,
see Table 9.1.

We used LEACH-C’s centralized cluster formation algorittortreate the
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Figure 9.3: Cluster formation of the simulated network gsinclusters and a
network size of 400x400 meters.

clusters in AROS. The clusters were then manually changdxttier suit 4
clusters with forwarding. It is not always the case that thisters generated
by the centralized cluster formation algorithm createteluformations where
forwarding of data can be studied. In some cases it create<loster far
away from the BS and three clusters beside each other ndelB&. This was
the case when trying to create a suitable cluster formato®ROS using 4
clusters. However, earlier simulations in LEACH-C with bistiers showed a
cluster formation suitable for 4 clusters when 3 of the @tsivhere merged
into 2. This cluster formation is also used for LEACH-F in erdo simulate
the same cluster scenario.

The sensor nodes are scheduled to send their data to a d¢lesduring
a given slot. The cluster heads furthest away from the BSGlester C and
Cluster D, see Figure 9.3, were modified to send their agtgdgiata to the
cluster heads in Cluster A and Cluster B respectively, atstef sending it
directly to the BS. The cluster heads in Cluster A and CluBtésrwards the
aggregated data directly to the BS after receiving it.
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The length of the TDMA cycle for a cluster depends on how mamyers
there are in the cluster. The length of the TDMA cycle is updavery 20:th
second, at the same time as the network is rescheduledeChusind Cluster
C might have different TDMA cycle length, due to differentnioer of nodes in
the cluster. To simplify the forwarding schedule, we usezltngest TDMA
cycle of Cluster A and Cluster C, plus some overhead, as dgolgths for
Cluster A and Cluster C. The same cycle lengthening was demesen Cluster
B and Cluster D.

9.5 Results

The results from our experiments with a 100x100 meter si@nsinow that
AROS perform almost as well as LEACH-C and LEACH-F, depidte&ig-
ure 9.4. In spite of the fact that the CHs in AROS send the dateoaer way
towards the BS, the extra receive and send when forwarditaystanetimes
use more energy than to send it directly to the BS. AROS selmigsé as
much data to the BS as LEACH-C and LEACH-F. The data from thetels
furthest away has a longer delay time before the BS receieeddta. This is
due to the prolonged TDMA-cycle of the smaller cluster, seeti®n 9.4, and
due to the extra hop the data needs to travel. AROS will perfewven better
when optimizing the cluster formations, data routing aredliDMA-schedule.

When the network was increased to 400x400 meters, LEACH aligher-
form well. The nodes furthest away from the BS demised earty/data from
that area could not be received at the BS. The early drop othheohodes
were due to the radio transmission, draining the node whanwiere trying to
send data to the BS. AROS, on the other hand, handles thislljnggits data
shorter distances. The total amount of energy consuiiggd, when sending a
message to the BS depends on the numbesf forwarding CHs between the
sending CH and the BS. Equation (9.1) and (9.2) are useddalet the total
energy consume#;,; as:

Er,, n=20

Eior = (9.3)

ET.’EO + Z(EREk + ET:Ek) n > O
k=1

For example, consider a sending CH located 475 meters frenB& The
amount of energy consumed in LEACH, to send data to the B,iS ., .., ~
278mJ,n = 0(9.3). The amount of energy consumed when using AROS with
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Energy vs amount of data receiced at the base station
(Round time: 20s, Networksize: 100x100m)
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Figure 9.4: Total data received at the base station per giwesunt of energy
in a 100x100 m large network with 4 clusters.

one forwarding CH isEiot , .o =~ 53mJ (9.3). The CH that forwards the
data in this example is located half-way between the BS aad¢nding CH,

d = 237,5m. As one can see, LEACH consumes more than five times more
energy than AROS.

When comparing how much data the BS receives per Joule ofjeirer
Table 9.2, we can see that AROS performs 97% better than LEARBPb
better than LEACH-C and 32% better than LEACH-F. This is aspicted in
Figure 9.5.

Table 9.2: Data received at base station per unit energy (J)

Protocoll | Data Packets/Energy (J) AROS is
LEACH 155 ~93.8 97% better
LEACH-C 2200 ~ 1446 28% better
LEACH-F 2205 ~ 140.3 32% better
AROS S9TY ~ 185.1
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Energy vs amount of data received at the base station
(Round time: 20 Networksize: 400x400)
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Figure 9.5: Total data received at the base station per giwesunt of energy
in a 400x400 m large network with 4 clusters.

Figure 9.5 also shows that when LEACH-C and LEACH-F have w@dked
of its energy and demises, AROS still has 25% of its enerdyalledl 54% of
its energy left when LEACH demises. In Figure 9.6 we can saé AROS
has more than 73% of its nodes alive when LEACH-F has zerosalile in
the network. When LEACH-Cs network demises AROS has 68%sofades
alive and if we compare to LEACH, AROS has approximately 83%saodes
alive. This results in a situation where the BS can receiveastt 9000 more
messages from the network before all energy is consumed.

The energy consumed in the network is evenly distributedregntioe nodes
in AROS. Clusters far away from the BS in AROS will survive ilitite end
and continue to gather information. In contrast to LEACH-Rene only the
clusters closest to the BS are alive at the end and the dufstelaway are
demised, see Figure 9.7. Attime 340, when Cluster D in LEAEid-demised,
LEACH-F has only 40% of its nodes left in the network. AROS ba bther
hand still has 61% of its nodes left in Cluster D and 56% of asles left in
the network. This implies that AROS still can collect datanfr the whole
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Nodes alive vs amount of data received at the base station
(Round time: 20 Networksize: 400x400)
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Figure 9.6: Number of nodes alive compared to the amounttaf @aeived at
the base station in a 400x400 m large network with 4 clusters.

network area but LEACH-F can not because one cluster hassddmAt time
400, when LEACH and LEACH-C demises, AROS still collectsadiadm the
whole network with 28% of the nodes left in Cluster D, 30% df tlodes left
in Cluster A, 29% of the nodes left in Cluster B and 54% of thde®left in
Cluster C. LEACH-F can only collect data from Cluster A, B @&avith 20%,
29% respective 36% of its nodes left alive. Until time 440,@Ris able to
collect data from the whole network with nodes alive in allldsters. This is
30% longer time than with LEACH-F that only collects datanfr@ clusters,
Cluster A, B and C. At time 540 LEACH-F has one cluster left@|iCluster A,
with 6 nodes very close to the BS. AROS has 2 clusters leftst€itA and C,
with 2 respective 3 nodes left alive.

Reducing the energy consumption for sending data, eachshbi@gtime
is prolonged and more data can be sent to the BS, as showeduneF.8.
This can also be seen in Figure 9.5, the total data receivili &S per given
amount of energy. As a result for having more nodes alive AR@Sgather
more data from a larger network area.
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Nodes alive vs time
(Round time: 20 Networksize: 400x400)
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Figure 9.7: The amount of nodes alive over time in a 400x408ngel network
with 4 clusters.

If we compare AROS and LEACH-F at time 340 again, when thedits-
ter demises in LEACH-F, we can se that AROS gathers 80% moaeudél the
whole network demises. When looking at the time after AROS demised,
LEACH-F only gathers 468 messages during the last 75 secandghat data
is only from one cluster closest to the BS, as mentionederarit time 500
LEACH-F has almost no energy left and the few nodes left inléise cluster
sends very few messages, see Figure 9.9. This means thatHEAG0-
longs the network lifetime collecting data from a very snaa#a. Even though
LEACH-F lives slightly longer, AROS collects data from serswidely spread
over a larger network area during its whole life time.

9.6 Conclusions

We have presented a simulation comparison between asyrmoraatt sym-
metric communication in sensor networks. In the simulastuies, we have
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Amount of data received at the base station vs time
(Round time: 20 Networksize: 400x400)
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Figure 9.8: Amount of data received at the Base Station awerin a 400x400
m large network with 4 clusters.

compared AROS, which uses asymmetric communication, toCHANd its
two variants, LEACH-C and LEACH-F.

In AROS, a base station acts as a master for the sensor natlearareach
all its sensor nodes in one hop. However, all sensor nodektmig reach
the base station in one hop. In order to minimize the comnatioic between
the sensor nodes, the base station will do route decisiahmanage topology
changes. The base station will also make a TDMA schedulésfsensor nodes
and inform each sensor node about their assigned time slohid paper, the
base station does not make any optimizations such as egl¢uétion of the
best cluster formation, or sleep time. AROS is similar to IEH# a cluster
based protocol where the clusters have cluster heads thatgmgegate and
fuse data received from the sensor nodes in its cluster.

All sensor nodes start with a fixed amount of energy and thelsition
continues until all the sensor nodes in the network havewraes all of their
energy. The simulations have shown that AROS extends teenlié of the
LEACH protocols in large networks and that AROS performsadtras well
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Energy vs time
(Round time: 20 Networksize: 400x400)
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Figure 9.9: Energy left in the system over time in a 400x40@rge network
with 4 clusters.

as the LEACH protocols in small networks.

In these simulations we have not used any advanced featlithe base
station (such as e.g., reclustering and reschedulingjeddsve have studied
static network configurations. Still, we have shown that AR®significantly
better than LEACH and its variants in collecting data to aebstation with
the same total amount of energy. Because the energy consuarttel AROS
network is evenly distributed among the nodes, AROS carecbtata from
sensors widely spread over a larger network area. Clusiemsafay from the
BS will live longer and continue to gather information uthié end. AROS has
25% of its energy left when the other LEACH protocols haveduséof their
energy and demised. We have shown, after sending the sammaaiadlata to
the BS, that AROS has more than 73% of its nodes alive when IHER®as
zero nodes alive in the network.

The simulations presented in this paper were performedderdo show
that asymmetric communication with multihop extends tfetitne of the sen-
sor nodes in large networks. Optimizations and more compEWA schedul-
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ing will be investigated in future work.

Our next step is to design a TDMA scheduler for AROS multihepworks
and a base station implementationin NS in order to make digsimulations.
The TDMA scheduler will optimize the network for energy sayi cluster for-
mations and routing. Further, we will evaluate what typesagarios AROS
is suitable for.
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Abstract

In this paper we present a Time Division Multiple Access (TAMscheduler
for the Asymmetric communication and ROuting in Sensor oeka architec-
ture (AROS). The scheduler enables dynamic network cordtgurs of the
AROS architecture. We show that asymmetric multihop comioation with
dynamic network configurations in AROS prolongs the lifegiaf sensor nodes
in long distance networks compared to the LEACH architectur
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10.1 Introduction

With the growing interest in sensor networks, efficient caimination infras-

tructures for such networks are becoming increasingly @b, Among the

interesting application areas for sensor networks areremviental surveil-

lance and surveillance of equipment and/or persons in, fagories or hos-

pitals. Common for application areas considered in thisspape that sensor
nodes are typically left unattended after deployment, th@raunication is

wireless, and the power supply is limited.

Deploying unattended sensor nodes with limited power suipmblies that
one important feature of the sensor network is robust fonefity in face of
network nodes dropping out of the network after some timetifidy. Another
implication is that, if the network is to survive a longer joer of time, new
nodes have to be added to the existing network. Thus, theonletwpology
must be dynamic, even if the sensor nodes themselves areatem

In our application areas we like to change all the sensorsiatiene instant
in time in order to minimize the maintenance of the netwotkisTimplies that
the lifetime of the sensor nodes in the network should be aalexs possible,
i.e., in the ideal network the sensor nodes would drop olteasame instant in
time.

In earlier work [1] we showed that AROS (Asymmetric commuaiicn and
ROuting in Sensor networks) with a static configuration @ngjis the lifetime
of long distance networks. The AROS architecture uses tlsilpitity to use
asymmetric communication and forwarding of packets [2]1]l BAROS we
use a semi-centralized approach where resource-adeqftraiucture nodes
can act as base stations and be used to off-load sensor nutidaia prolong
network lifetime. Often, the base stations can be situategkisting infras-
tructures. For instance, there are infrastructure netsvbuiit in hospitals and
industrial factories that could be used to host base sttidhe infrastructure
network can act as a, possibly fault tolerant, base stataktone for sensor
nodes collecting data or monitoring of patients.

Industrial and hospital infrastructure networks are neddy static and they
do not have limited energy as sensor nodes do. In this papasswme that
the base stations are stationary. The infrastructure mkte@uld be wired,
wireless, or a combination of both, see Figure 10.1.

In this paper we show that asymmetric communication with aagyic
configuration is better in delivering data to base stati@mthoth LEACH [4]
and the static configuration of AROS presented in [1]. We gmes Time
Division Multiple Access (TDMA) scheduler for the AROS artgtture, which
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Backbone

Figure 10.1: Overview of the AROS-architecture.

extends AROS capabilities to handle dynamic network cordigons.

The rest of this paper is outlined as follows: in Section Me2describe
related work. In Section 10.3, the AROS architecture is gmeed. Section
10.4 describes the TDMA scheduler and Section 10.5 preentgsults from
the comparison between the dynamic configuration in AROS.&#CH-C in
short and long distance networks. Section 10.5 also preseatresults from
the comparison between the dynamic simulations and thie siatulations
made in [1]. In Section 10.6, we conclude the paper and euome future
work.

10.2 Related Work

LEACH (Low-Energy Adaptive Clustering Hierarchy) [4] is @MA cluster
based approach where a node elects itself to be Cluster Kxd)dhy some
probability. The sensor nodes create and maintain the mketwith distributed
algorithms. All the sensor nodes in the network have theriateto be CH
during some periods of time. The TDMA scheme starts everndowith a
set-up phase to organize the clusters. After the set-upeptiessystem is in a
steady-state phase for a certain period of time. The stetadg-phases consist
of several cycles where all nodes have their slots peritigicehe nodes send
their data to the CH that aggregates the data and sends & tzae station at
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the end of each cycle. After a certain amount of time, the TDMANd ends
and the network re-enters the set-up phase.

LEACH-C (LEACH-Centralized) [5] has been developed out &ACH.
During the set-up phase, the base station receives infammiabm each node
about their current location and energy level. The baséstatins the cen-
tralized cluster formation algorithm (CCFA) to determihe tlusters for that
round.

LEACH-F (LEACH with Fixed clusters) [5], is based on clugt¢hat are
formed once - and then fixed. The CH position rotates amongdbes within
each cluster.

A base station in LEACH-C and LEACH-F has long distance radiger-
age and has the potential to accept all the sensor nodes¢éhaceiving the
signal from the base station.

10.3 The AROS architecture

The most power-consuming activity of a sensor node is tylgicadio com-
munication [6]. Hence, communication must be kept to an lalbsoninimum.
All activities involving communication are power-consumgiand the most im-
portant way to save power is to turn off the radio as long tismpassible. This
applies to transmission and reception, but also to lisgefondata.

One possible solution in order to reduce the amount of traftice network
is to build clusters of sensor nodes as proposed in, e.g}, B], Some sensor
nodes become CHs and collect all traffic from sensor noddsmiite cluster.
Furthermore, a CH can also acts as a forwarding node for @Her A CH
aggregates the collected data from sensor nodes withitugtee, and possibly
also the data from other CHs, and then sends that to its Batiers(BS).

AROS is based on clusters with a BS with “unlimited” energgt &enough”
bandwidth in the backbone channels. The BSs are connectattoother by
wire, wireless, or both. To be able to turn off the radio of $e@sor nodes, we
use TDMA to schedule the communication of the sensor nodegh&rmore,
we propose to build clusters where the BSs are the mastelg indtwork.
When using clusters we can aggregate data to minimize thencmication in
the network.

A base station in AROS has long distance radio coverage anthbgo-
tential to accept all the sensor nodes into its network thatraceiving the
signal from the base station. The BS can reach all its sermdesdirectly
and a similar TDMA scheme as used in LEACH and its variants CHAC
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Figure 10.2: A tree example with the relations between tlse lstation and the
cluster heads

and LEACH-F could be used in AROS. In AROS, however, asymimetm-
munication is possible/necessary. That is, the base stegiches all the sen-
sor nodes directly, while some sensor nodes cannot readbateestation di-
rectly but need other nodes to forward its data. Furtherpforesome sensor
nodes it may be highly energy consuming to communicate tiijredth the
base station. The traffic from these sensor nodes shoulgriagtforwarded by
other sensor nodes in order to save energy. Hence, routiegrszs are neces-
sary. Routing of traffic through other sensor nodes will @ase the power
consumption of the forwarding sensor nodes. Thereforeimguecisions
must be carefully evaluated in order to maximize networkiihe. AROS ex-
tends LEACH-C and LEACH-F with multihop forwarding for tfaf directed
towards the base station.

All clusters in AROS have a CH that aggregates data receigad §ensor
nodes in its cluster. In some applications CHs can aggrelyatéata received
from other CHs, hence reducing the total data size and ciyok ICHs are the
only sensor nodes that send and forward data to the BS. Adanedtabove,
all CHs may not be able to communicate directly with the BSn8&Hs need
other CHs in order to forward the traffic to the BS. For examgel B in
Figure 10.1 is located on the fringe area, and its radio polwes not reach the
BS. CH B needs to use CH A to forward its traffic. CH B in its tuasho help
CH C with forwarding of traffic. Thus, we propose an asymneetopology
where the BS reaches all its sensor nodes and CHs while tsersemdes and
CHs might not reach the BS directly.
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The BS will make route decisions and manage topology chafugass
sensor nodes. The BS will construct a TDMA schedule for itssee nodes
and provide the information to each sensor node about thsigiaed time slot.
The BS will look at other BS schedules and ensure that itssserles do not
interfere with adjacent sensor nodes. The sensor nodesierly to focus on
their own task and thereby save energy that otherwise wailgskd to, e.g.,
do extra computations or exchange messages with otherrssoases, in order
to maintain the network topology. The BS will change exigtinutes to save
highly exposed sensor nodes from draining their battevidsen a BS receives
a message from a new sensor node, it assigns that node to sheurtable BS.
When a new sensor node is assigned, the BS will compute thedges and
inform any other concerned sensor nodes about the change€8 3 will also
check if the network would benefit from rearranging old reui® new ones.
No, or little, knowledge of the network is needed at the sensdes. The BS
can make optimizations that a pure sensor node network waatld¢onsider
cost-effective. For more information about the BS read [3].

10.4 The AROS TDMA scheduler

In this paper we present a greedy TDMA scheduler for one BStarsnsor
nodes. The scheduler enables dynamic network configusaiprcalculating
a new schedule each time the network configuration is changed

In a network consisting of multiple BSs, each BS can be sdeddn iso-
lation using this algorithm provided that BSs with overlaqgpradio coverage
use separate frequencies. The scheduler can create sehémtuietworks with
or without data aggregation between the CHs. The clustergenCHs are al-
ready chosen before the schedule is created. The schedidestucted so
that a CH does not forward its data until it has received data fall CHs that
uses it as a forwarding node. Sensor nodes with different €tHsbe sched-
uled in parallel because they communicate with differeeqfrencies. Further,
we schedule CHs sending to different CHs in parallel, ushrgdestination
CHs’ frequency. Sending the message in parallel will redbiedength of the
TDMA cycle, which decreases the delay time for the messagesatch the BS.

10.4.1 Relations between the CHs and the BS

We build a relation tree, based on cluster information, leetwthe sensor nodes
and the BS, where the BS is the root node with arbitrary nurob&Hs as
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SCHEDULENODES(node, slotnumber)
node.slotnumber = slotnumber
children = c¢(node)

While children # {}
child = mazc(children)
remove child from children
slotnumber = slotnumber + 1
SCHEDULENODES( child, slotnumber)

Figure 10.3: The TDMA schedule algorithm with data aggriegabetween
the CHs

children, see Figure 10.2. The BSs’ children can have anyittumber of CHs
as children, see further in Section 10.4.2. The scheduks tiee relation tree
to create the TDMA schedule. The relation tree is a partialfjered set with
the relation- wherez >~ y denotes that y is a child to x.

In order to minimize the energy consumption for each indigidpacket
from a CH to the BS, we apply Dijkstra’s shortest path aldwnitwhen per-
forming routing decisions, where a path corresponds toggnaynsumptions.

We useC H (k) to denote thak is a CH, andshortest Path(CH (k), BS)
to denote the shortest, most energy efficient, path from Cté(the BS.

10.4.2 Scheduling algorithm

In this section we present and describe two different TDMAeshuling algo-
rithms, with and without data aggregation, to enable dywamtwork config-
uration in the AROS architecture. The scheduling algorihrave the goal of
minimizing each sensor node’s amount of radio uptime as agethinimizing
the total schedule length in order to increase the data cateet BS. To be
able to minimize the radio uptime a node should be schedoleid @all of its
receiving and sending in adjacent slots.

When a CH aggregates data they receive from its CH descen)dentan
safely assume that the CH does not need additional slot-dir éo forward
the data, all received data is aggregated to be sent in ohéel$le scheduling
algorithm with data aggregation, presented in Figure 1fieBforms a depth-
first traversal starting from the BS towards the leafs. This be seen as the
BS sending data downwards in the tree towards the leavesa BS to leaves
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information flow.

At each step it selects the node with the most children fir¢tis Theans
that cycle time can be reduced since sensor nodes withieréift clusters can
be scheduled in parallel. Scheduling a cluster with mors@enodes before
a cluster with fever means that the total length of the combischedule is
shortened.

The resulting total schedule, which now has BS to leavesniméion flow,
should reflect the sending of data from the leaves toward8$eTlherefore,
the resulting schedule is reversed in order to get a minioreddule with leaves
to BS information flow.

10.4.2.1 Formal definition of the algorithm

Here we present the formal definition of the algorithm. Ak tthildren to a
nodei is defined as:
(@) ={jli - j}
Children, being CHs, to a sensor nadere defined as:
ch(i) = {k|k € c(i) A CH(k)}
Children, not being CHSs, to a sensor nadee defined as:
n(i) = {k|k € c(i) A-CH(k)}
All the descendants to a CH are defined as:
de(i) ={jli=jVv3Iq:i>qNjEdelq)}
mazxc(s) returns the node with most children from the sgand is defined as:
mazxc(s) = k «— Vk' € s: |c(k)| > |c(k')]

10.4.2.2 Scheduling example

We use the node topology of Figure 10.2 as a scheduling exaniplthat
exampleCH6 should send the data collected from its cluster nodeSHS .
CH5 should send the data received fr@f/6 plus its own data collected from
its cluster nodes t@'H2. CH2 collects data from its cluster nodes and from
CHS5 and CH/ before passing the information to the BS.

Remember that the algorithms start out with scheduling thaen as the
information flows from the BS towards the leaves. Thus, tige@thm starts
to schedule CH2 because it has more children than CH1. Tleeithig then
continues to schedule the CHs at the next level down in thee tessulting in
the leaves of CH4 being scheduled first among all leaves. \#thaodes have
been scheduled the resulting schedule has to be reversedento reflect
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TX

Rx
BS CHL | CH2
CHL N1, N2, N3, N4, N5, N6, [ CH3
CH2 N1, N2, N3, N4, N5, N6, [ CHS | CH4
CH3 N13 N23 N33 N4; | CH7

CcH4 N14 N24 N34 N44 N54 NG4 N74 N84

CH5 Nls [ N2s | N3s [ N4s | N5s | CHB

CHe Nlg N2¢ N3g Ndg N5 N6

CH7 N17 N27 NS7 N47 N57

Sl ot 1 2 3 4 5 6 7 8 9 10

Figure 10.4: Schedule with data aggregation between tisterlbeads

information flow from the leaves to the BS, resulting in theestule depicted
in Figure 10.4.

The schedule in Figure 10.4 shows the receiving nodes (R®)®N axis,
the slot number on the X axis and in the grid we see the tratisgnihodes
(Tx). We see thatUH$3 receives data from its cluster nodg ; at time slot 6
and thatCH3 receives data frond’H7 at time slot 7 and so on (highlighted in
Figure 10.4).

10.4.2.3 Scheduling algorithm without data aggregation

When data aggregation can not be used, additional slotseaded at the CHs
in order to forward the data from other CHs since they can padgregated
into one message slot. We assume that the data a CH forwardsafnother
CH has to use a whole time slot. Hence, a CH gets as many eatsaasl it has
CH descendants. The set of CH descendants are defined as:

deh(i) = {k|k € dc(i) A CH(k)}

The changes to the previously presented algorithm, fortiogga TDMA
schedule without data aggregation, are described in Fifuee The presented
algorithm needs the following definition:
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SCHEDULENODES(node, slotnumber)
node.slotnumber = slotnumber
children = c¢(node)
While children # {}
child = mazca(children)
remove child from children
slotnumber = slotnumber + 1 + |dch(child)|
SCHEDULENODES(child, slotnumber)

Figure 10.5: The TDMA schedule algorithm without data aggten between
the CHs

Tx

CHL| N1, | N2, | N3, | N4y | N5y | N6y | OB | CHB

CH2 NL, [ N2, | N3, | N2 | N5, [ N6, | OFB | O | O
o Nls | N25 [ N3s | N4s | CH7

CH4 Nis | N24 | N34 | Ndgo [ N5, | N6s | N7, | N8y
CH5 Nis | N25s | N3s | N4s | Nss | cHe

CH6 N1g N2s | N3¢ Ndg N5¢ [ N6

Sl ot 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 10.6: Schedule without data aggregation betweedltister heads

mazxca(s) =k «—
Vk' € s : |dch(k) Un(k)| > |dch(k") Un(k’)]|

wheremazca(s) returns the node with most children and CH descendants from
the sets.

The schedule without data aggregation between the CHsnilkase the
cycle time, hence increase the delay for the BS to receivegiadrom the
sensor nodes. Scheduling the node topology of Figure 1Gtbut data ag-
gregation will result in a schedule presented in Figure 10.6
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10.5 Simulations

In [1], we presented a simulation study comparing AROS, \gitbtatic net-
work configuration, to LEACH. We investigated the number afadpackets
received at the BS during the lifetime of the sensor netwdtke simulations
revealed that forwarding, i.e., asymmetric communicatieduces the amount
of energy for long distance networks.

In this paper we continue the simulation study of a comparisetween
AROS and LEACH. In these new simulations AROS is extendea e avith
a dynamic network configurations enabled by the presentéd A Bcheduler.

10.5.1 Simulation setup

The simulations are performed in NS 2 [9] using the MIT uUAMPXDnde ex-
tensions [10]. As in [1], the cluster formations are creatéti the CCFA that
LEACH-C uses, see Section 10.2. The BS does not make any inptions
such as e.g., recalculation of the best cluster formatioth@roptimal sleep
time. We assume that the sensor nodes are clock synchromigddhat the
position of the sensor nodes can be obtained by the BS.

First, the simulations were configured as in [5] i.e., a neknsize of
100x100 meters with 100 nodes randomly distributed and thddBated at
positionz = 50, y = 175. That is, the BS was placed 75 meters outside the
area where the sensor nodes were deployed. The BS reschttu@Hs every
20:th second. The sensor node starts with 2 Joules of enedgira simulation
continues until all the sensor nodes in the network haveuwroed all of their
energy. All sensor nodes have an equal amount of energy vleesirhulation
starts. In order to make comparisons possible, we have bgesbime chan-
nel propagation model, radio energy model and beam formieggy model
as in LEACH-C [5]. The energy consumption of the radio traittenis ac-
cording to [S]€friss—amp = 10pJ/bit/m? for distances under 87 meters and
€two—ray—amp = 0.0013p.J/bit/m* for distances over 87 meters. The radio
electronics cost/energy was setip,.. = 50n.J/bit. The data size was 500
bytes/message plus a header of 25 bytes; (500bytes + 25bytes) * 8 =
4200bits. The equation for calculating the amount of energy useddodmg
a messagé meters is:

. 2 .
ET:E — { b * Eelec + b * €friss—amp * d ) < 87Tm (101)

b * Eeee + b * €two—ray—amp * d4 i d > 8Tm
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Table 10.1: Characteristics of the network

1:stsimu 2:nd sim
Network size 100X100m | 400X400 m
BS location, x,y | 50,175 200,475
Nodes 100 100
Radio prop. speed 3x10® m/s | 3x10% m/s
Processing delay | 50 us 50 us
Radio speed 1 Mbps 1 Mbps
Data size 500 bytes 500 bytes

and the amount of energy used when receiving a message is:

Further, all the parameters, such as radio speed, progedslay and radio
propagation speed were the same as in [5], see Table 10.leriEngy model
can benefit from improvements but is outside the scope optyer.

In the second simulation, the network size was increase®@4D0 me-
ters. The amount of sensor nodes randomly distributed ineh&ork remained
the same as in the first simulation, i.e. 100 nodes. Also sdhse, we placed
the base station 75 meters outside the monitored area, attdoa: = 200,

y = 475. All the parameters, except the BS’ location and the netwg, are
the same as in the first simulation setup, see Table 10.1.

10.5.2 Simulation results

In this section we present results from simulations pertmm NS 2 with
dynamic network configuration enabled by the new TDMA sciexduThe
evaluation metricis, as in [1], number of data packets ketEby the BS during
the network life time. All the simulations have been perfechwithout data
aggregation between the CHs. If AROS would use data aggoegatvould
prolong the lifetime of the sensor network even further sittte number of
slots the CHs use to forward are reduced to one. Thus, in ssahnwation
AROS would perform even better compared to LEACH.

We startin Section 10.5.2.1 by showing simulations madeli®0x100 me-
ter network, i.e., the same scenario as the original sinomsty LEACH-C
[5]. In section 10.5.2.2 we increase the network size to 400xneters, show-
ing simulation results for a long distance network. We shioat AROS with



98 Paper C

dynamic cluster formations and CHs extends the lifetiméefrtetwork, com-
pared to LEACH and its variants, with respect to the amourgnafrgy con-
sumed by the sensor node per data packet sent to the BS.

10.5.2.1 Simulations in a 100x100 meter network

In [1] we showed that AROS performed almost as well as LEACKG
100x100 meter scenario with static clustering, see Figi&.1The figure
shows the number of nodes alive at the Y-axis and the numberestages
received by the BS on the X-axis. The figure plots the threferdint LEACH
variants and AROS, both with static and dynamic configuratio

We can deduce that AROS with dynamic clustering performs el av
better than LEACH-C. AROS chooses the most energy-efficimute to the
BS, and if the best route is to send the data directly to theh88 AROS does
that, i.e., acts like the LEACH-C protocol. The reason whyGRdid not
perform as well as LEACH in [1] was that the sensor nodes didcheck if
the data would reach the BS at the last cycle of each roundn\&mew round
starts every sensor node in the network empty their buffedsaait for the BS
to send out their new assignments. Hence, if the sensor rdmlast check
if their data reaches the BS at the last cycle of each roundpsedata and
waste energy. Today the sensor nodes only schedule thezadelgend to its
CH if all the sensor nodes in the path to the BS find time to sked bwn and
forward others’ data before the round time ends.

From Figure 10.7, we can also discern that AROS, with statidfigura-
tion, did not perform as well as LEACH-F and LEACH-C. AROS da®t
perform as well as LEACH-C and LEACH-F due to data lossesaemistwork,
as explained above. When comparing AROS with dynamic cordtgun and
data check against the static configuration (without dageich the amount of
data received by the BS is increased with approx. 11%, froh®@7o 85700
data packets.

10.5.2.2 Simulations in a 400x400 meter network

In [1], we showed that LEACH-C did not perform well when thewerk was
increased to 400x400 meters. The sensor nodes furthest fasraythe BS
demise early due to the long transmission distances. Irhallstmulations
made with LEACH-C we can see that the sensor nodes furthest fiem the
BS demise first.

As seen in Figure 10.8, AROS with dynamic configuration adgbvmore
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Nodes alive vs received messages at the base station
(Round time: 20s, Networksize: 100x100m)

100 F———[EACF4 CHs —== ™1, : =
LEACH-C-4 CHs e
LEACH-F-4 CHs -------- !
Static AROS-4 CHs ------- :

Dynamic AROS-4 CHs ‘

80 |

Nodes alive

40 b

20 !

1 1 1 Ll 1 1 1 i

0 10000 20000 30000 40000 50000 60000 70000 80000 90000
Number of data received at the base station

Figure 10.7: Simulation results from the simulations in @400 meter net-
work

messages to the BS than LEACH, LEACH-C and LEACH-F in a 400x40
meter network. AROS delivers 12200 (64%) more messagest@&ithan
LEACH, 2800 (10%) more messages than LEACH-F and 2100 (7%emo
messages than LEACH-C.

In the static simulations made in [1], we showed prelimingegults of
AROS delivering more messages to the BS in long distanceanksathan
LEACH-C. Simulations with 4 clusters show that CCFA ofterigiinree CHs
closely grouped at the back of the network with one CH in tloatfrof the
network. This increases the distance a sensor node needdadtselata to its
CH. Furthermore, the CH in the front of the network need tevend data from
all the CHs in the back, hence more energy is consumed thatdweulone
if the clusters are spread across the network. This can beeaisen why the
static configuration performs better than the dynamic coméition, as seen in
Figure 10.8.

In the simulation with static configuration, AROS with statonfiguration
delivers approx. 6600 (21%) more data packets to the BS cadpa the dy-
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Nodes alive vs received messages at the base station
(Round time: 20 Networksize: 400x400)

T T T
100 frommmees LEACH-4 CHs —-—~ ]
Tl U LEACH-C-4 CHs
T LEACH-F-4 CHs --------
S Static AROS-4 CHs -------
Yo L Dynamic AROS-4 CHs

60 | .

Nodes alive

40 F I

20 | ;

i
i

o . i Ly ;
0 10000 20000 30000 40000
Number of data received at the base station

Figure 10.8: Simulation results from the simulations in &#D0 meter net-
work

namic configuration. We believe that separating the CHslgwetd the use of
dynamic clustering will increase the performance everhintBy distributing
the CHs better in the network, the network could change sbtheasensor
nodes demise evenly over the network. One possible way thiddstto is to
place several CHs in the front of the network and fewer anéfé®Hs towards
the back of the network.

Having more CHs in the front of the network will share the workfor-
warding data from CHs at the back of the network. Work to adhefficient
CH distribution is ongoing. Another reason why the dynanuaofgguration
performs worse could be when several CHs share the same ppénte of a
path to the BS. This adds extra workload to those CHs in betwlee send-
ing CH and the BS. The current algorithm does not take in atcitwat other
CHs already might use the path or parts of the path when itesehe shortest
path from a CH to the BS, we will extend the algorithm to hanbis in future
work.
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10.6 Conclusions and future work

In this paper we have presented a TDMA scheduler for the AROtacture
enabling dynamic network configurations. We have shown dlsgtnmetric
multihop communications with the TDMA scheduler prolonigs tifetime of
the sensor nodes with dynamic network configurations in Idistance net-
works.

In AROS, a base station acts as a master for the sensor nadlearareach
all its sensor nodes in one hop. However, all sensor nodestmim reach
the base station in one hop. In order to minimize the comnatioic between
the sensor nodes, the base station will do route decisiahsanage topology
changes. The base station will also make a TDMA schedulésfesensor nodes
and inform each sensor node about their assigned time sROAIs similar
to LEACH-C, a cluster-based protocol where the clusterel@Ms that can
aggregate and fuse data received from the sensor nodeginstsr.

In our simulations we have studied how dynamic network eltsg in
AROS, with non-mobile nodes, affects the amount of dataivedéyy the BS.
We have shown that AROS is better than LEACH-C in collectiagado a
base station with the same total amount of energy for longudée networks
and that AROS performs as well or better than LEACH-C in smetivorks.

We are planning to perform thorough simulations of AROS whee lift
some of the restrictions placed on AROS in order to compagsinst LEACH.
Two such important restriction is 4 CHs and the 20s round.ti®er belief is
that AROS can perform even better when being able to chamgeumber of
CHs and being able to vary round times. Also, the result campeoved when
distributing the CHs more evenly over the network. Furthemrenwe will in-
vestigate other parameters than the number of packetveelcai the BS. An
example result metric include how network life-time is @dated to the delay
time in the network. Another important metric is to invesatig the lifetime of
the sensor nodes. The lifetime should be as equal as poasithlia the appli-
cation areas considered it is preferred to replace all semsies at one instant
in time.
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