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ABSTRACT 
In a dynamic industrial environment changes occur more and more rapidly, new machines, new staff 
when scaling up production and reduced staff when scaling down during a recession, staff with varying 
experience etc. This puts a high focus on experience reuse and sharing; much experience is lost during 
down-scaling and tied up in knowledge transfer/teaching during up-scaling. This is recognised as very 
costly for industry and reduces productivity and competitiveness. Condition Monitoring and diagnostics is 
such an area where lack on knowledge and mistakes can have severe consequences for a company’s long 
term existence. Maintenance staffs, technicians and engineers also gain much experience during their 
every day work, often during many years, but there are rarely any good processes for experience sharing 
and reuse inside the organisations. In this paper we present an experience sharing system based on case-
based reasoning and limited natural language processing. The system is a tool for maintenance staff and 
engineers and enables efficient experience collection, reuse and sharing. The implemented prototype is 
web-based to promote access from any location and may be local or global enabling experience sharing 
openly or in clusters of collaborating companies. Case based reasoning has proven to be an efficient 
method to identify and reuse experience if the application domain has cases. Our target application 
domain has these features and there are plenty of cases valuable to reuse. We have validated this in close 
collaboration with maintenance engineers through field studies. The prototype developed shows 
promising features and will be tested in real industrial environments during 2007 and 2008. 
 
 
KEYWORDS 
Condition Monitoring, diagnostics, experience, knowledge, sharing, reuse, Case-Based-Reasoning, 
Natural Language Processing. 
 
 
1.  INTRODUCTION 
 
A skilled engineer with long experience can save a company large amounts of time and money, e.g. 
repairing a machine the first time may take a day or two, but if carried out the second time by the same 
team or with someone who has done it before may reduce the time to a few hours. It is obvious that 
industry can make large savings by introducing tools and routines for more efficient experience reuse and 



the benefit of experience sharing and reuse has become obvious with the increased use of internet and the 
potential of large economical benefits is obvious. Today almost all over the world people in different 
fields are taking advantage of sharing their experiences and reusing them for example in Knowledge 
Management (Delaître and Moisan, 2000; Marjanovic, 2005), Diagnostics and Condition Based 
Maintenance system (Funk and Jackson, 2005)and Health Monitoring system (Funk et al. 2006). At the 
same time the amount of low quality information and waste amount of information available reduces the 
value of the internet and the time employees spend on searching for the right information increases and it 
may extend to hours every day (Blomberg, 2005). Also much of the information and experience available 
is of low quality and may even be wrong and in worst case resulting in serious accidents and costs. 
 
Industries today have increasingly smart diagnostic systems or monitoring systems. This shifts the focus 
on the next step, i.e. how to resolve the problems. This is often one of the most crucial steps with an 
largest impact on costs and time. Different circumstances may need different solutions for a problem. A 
standard solution, e.g. stopping the production and replacing some parts may be very costly. There may 
be experience available how to amend the problem temporarily to respond to e.g. a time critical customer 
order. Identifying past experience relevant for the situation will help the engineers to take a better more 
informed decision and avoiding mistakes. In many engineering environments a domain dependent 
experience sharing system where experience is gathered, stored and reused efficiently would be a 
valuable tool for engineers. This would increase productivity and efficiency and promote experience 
transfer between engineers. 
 
For example if the monitoring system notifies a deviation in a machine (Funk and Jackson, 2005), a fault 
report is often written; an engineer makes a diagnosis and may order spare parts to repair the machine, 
carries out the replacement, tests if it corrected the problem and after that restarts the production. These 
fault report; spare parts, required time and statistics on production and performance after repair are also 
stored in often different databases but so far they are rarely systematically reused. Many companies and 
industries today have a large untapped potential of experience reuse and would benefit from a more 
systematic approach towards knowledge and experience reuse. 
 
Case-based reasoning (CBR) is a methodology for problem solving reusing previous experience (Watson, 
1999) and also for collecting new experience since every new problem case, once solved, becomes a new 
case that may be stored and reused. In this paper we propose a Case-Based experience sharing solution 
that enables reuse of experience in a more efficient way compared with what is common practice in 
industry today. The system identifies and presents the most significant experiences to assess from the 
collaborative space where experiences from various companies may have been stored under many years. 
It may work globally through the internet and gather and share textual experiences but it can also use 
structured experience and mixed representations with both textual and non-textual features. (Wilson and 
Bradshaw, 2000) 
 
For these textual cases the tf-idf (term frequency–inverse document frequency) (Salton and Buckley, 
1987) weighting scheme was used in the vector space model (Salton et al., 1975) together with cosine 
similarity to determine the similarity between two cases (Rosina et al., 2005). Additional domain 
information often improves results, e.g. a list of words and their synonyms or dictionaries that provide 
comparable words (Scott and Matwin, 1998; Recio et al., 2005) and relationships within the words using 
class and subclass (Mladenic and Grobelnik, 1998). Our proposed system uses domain specific ontology 
that represents specific knowledge (Swartout W, 1999; Gruber, 2006) i.e. relation between words. In the 
domain of industrial robots, an ontology with entities and relationships could be found in the form such 
as, ‘axle’ (is an arm) is <a part of> ‘gearbox’ (a unit of a robot). By using ontology the identification of 
similar cases improves if words in the ontology are used in the cases.  
 
Such a CBR based tool enables experience gathering, sharing and reuse in e.g. production industries by 
facilitating the users with an interactive tool. Since the cases have authors the system also helps in 



identifying the right person, e.g. there may be an engineer or operator near by and available for assistance, 
this would be an ultimate solution. Depending on the user and their security level; system will allow 
sharing knowledge and reusing experience among the collaborating companies. Reusing experience will 
not only shorten the time needed to solve an approaching problem, it also enables avoidance of expensive 
mistakes which will increase the participating companies’ competitiveness.  
 
2.  SYSTEM OVERVIEW 
 
An illustration of how the system may work in an industrial context assisting production planning is given 
in figure 1 where the user has the task to make a decision, although there is a good fault diagnosis system. 
The proposed system can find a solution that can help the company to run the production and at the same 
time both companies can share the knowledge if they collaborate with each other. 
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Figure 1 Example of how the system may be used in an industrial context 
 

3. WHY CASE-BASED REASONING? 
 
Human solve problems by using both his own experience as well as that learned from other experienced 
people, simulations, modelling etc. It is always valuable with a second option and a system able to 
identify similar and relevant past cases is a tool that technicians would appreciate (Blomberg, A. 2005). 
The methodology of Case-Based Reasoning (CBR) is used to solve new problems often by using existing 
experience that is obtained by remembering a previous similar situation.  
 
CBR (Aamodt and Plaza, 1994; Watson,. 1997) is a method based on learning from similar cases stored 
in a case library that is a plausible cognitive model of some human problem solving. A CBR cycle with 4 
steps as shown in the figure 2: Retrieve, Reuse, Revise and Retain has been introduced by Aamodt and 
Plaza (Aamodt and Plaza, 1994). 
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Figure 2 The case-based reasoning cycle as proposed by Amodt and Plaza (Aamodt and Plaza, 1994). 

In the retrieve step, a new query for a specific problem is posted and the system tries to retrieve a set of 
similar cases by matching the query against the previous cases from the case library. Domain knowledge, 
e.g. ontology is used in matching to identify similar cases and commonly the nearest neighbour search is 
used to identify similar cases. If it finds any suitable case that is sufficiently close to the current problem 
then the solution is reused (after some adaptation and revision if necessary). The user may revise the 
selected case and retain this new solution, its outcome, time used etc. along with the initial problem 
description into the case library.  
 
3.1  Case Structure 
 
A case structure can contain a contextualized piece of knowledge that represents an experience. The case 
typically consists of a problem specification and solution where we can store most types of data such as 
textual values (e.g. names, addresses), numeric values (e.g. cost, ages) and multimedia features (e.g. 
photographs, sound, and video). An important issue is to find a suitable structure and features for a 
specific domain.  
 

 
Figure 3 General case structure and its presentation 



If no important features are extracted and if the structure is too ambiguous the result of the matching will 
be less good. In the industrial domain, knowledge is often stored and described with free or semi-
structured text instead of some predefined structure but in our system cases are represented as a 
combination of both unstructured text and structured data. A sample screen shot for the case structure is 
shown in fig 3. 
 
The problem description is represented both in textual format as well as with a number of features.  In 
figure 3 users can enter text to describe symptoms, diagnosis and cause analysis with alarm; in this 
representation user can also chose the outcome and can indicate the success rate. 
      
3. 2  Case Retrieval 
 
The CBR systems include the essential steps such as retrieval, reuse, revise, and retain. The retrieval step 
is the most important step where the aim is to find the most similar case(s) which may be reused. The 
procedure of case retrieval begins with identifying the most important features, then does some search 
and matches, and ends up with selecting the most similar case(s). The different steps in the retrieval of 
similar case(s) are shown in fig 4. 
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Figure 4 Different steps for case retrieval. 
 
User’s specific problem description can be given into the system through the user interface both in a 
natural language format as well as in form of specific features. The text tokenizer algorithm decomposes 
the whole textual information into sentences, and then into individual words. Because of the huge amount 
of words, a filtering step is needed to improve retrieval effectiveness. Three techniques were used; firstly 
removing stop-words and special characters by the stop-words and special characters blacklist for both 
user query and stored cases. Then, a list of synonyms of the words were also used to reduce the number of 
terms and Porter stemming algorithm helps to stem the words that provide the ways of finding 



morphological variants of search term. After calculating the weight for each word, words are represented 
as terms in a vector space and by using domain specific ontology we could improve the importance for 
candidate terms before measuring the cosine angle for the textual information among the stored case and 
user query case. Different features values along with local weights were used to find similarity between 
the features of stored cases and the features of new case where Nearest-Neighbour algorithm works 
perfectly. For presenting the sorted results we aggregated all local similarity values both for user query 
and a stored case, which is described in the following section. 
 
3.2.1 Weighting Terms (Wi,j) 
 
From the different algorithms for calculating the weight of each term among the stored cases and the 
input query (such as Wi,j method, Relating term precision to term frequency method, Term discrimination 
method, etc), the weighting terms method (Garcia, 2006) was chosen to perform the further matching. 
The general equation for Wi,j can be shown by equation (1). 
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Where, Wi,j is the weight of term Tj in the case Ci, tfi,j is the normalized frequency of term Tj in the case Ci 
and idfj is the inverse case frequency where N is the number of cases in the database and dfi is the number 
of cases where term Tj occurs at least once. 
 
Cases in the database have been processed according to term vector model and stored in a separate table 
when new cases were stored. First, an index of terms from the case collection is constructed; the 
frequencies of the terms (tfi,j) appearing in each case (Ci) and new case query (Q) are counted. Then, the 
cases (collection) frequency (dfi) and idfj calculations are straightforward. Finally, the tfi,j* idfj product 
gives the weight for each term. 
 
3.2.2   Enhanced Term Vector using ontology 
 
When we already calculated the weight of each term for every case where terms of each case are satisfied 
with other case by exact match or synonym or having a co-occurrence; but still some words have a 
complex relationship that can be defined by ontology (i.e. the term axel and gearbox) could increase the 
weight of that case. We could improve the weight to the vector term as: 
 

1. If a term Tf in the case is related to a term To in the ontology but the term (To) does not exists in the 
case then this term could be added as a new term by same importance as the source terms of 
weight that is the score of tf-idf. 

2. If a term Tf in the case is related to a term To in the ontology and also the term To is exists in the 
case then there relatedness and strength of term could be added to the source terms of weight that 
is score of tf-idf.  

3. If there is more than one term in the case related to one term in the ontology then those terms will 
get more importance for that case by adding their relationship strength. 

4. If there is one term in the case related to more than one term in the ontology then normalized 
strength of their relationship could be added to the source term. 

 
An example is shown in fig.5 on how the ontology helps to improve the weight vector. 
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Figure 5 Weighting term vector using domain specific ontology 

From the figure 5 “axle” is a term in the ontology related with the term “gearbox” which is in the case 
text, so term “axel” is also important for this case and could be added. The terms “IRB T54” and 
“gearbox” are already in the case and have a relation in the ontology so it will increase the importance of 
this case. Again the terms “IRB T54” and “gearbox” are related with another term “axle” in the ontology 
so it will be more important term for this case. Thus the terms get importance depending on ontology and 
will make a more efficient calculation in similarity matching.   

3.2.3 Similarity Functions 
 
To find the similarity between stored case vector Ci and new case query vector Q we implemented cosine 
similarity function (Garcia, 2006) for the textual information. This ratio defines the cosine angle between 
the vectors, with values between 0 and 1 and can be calculated by the equation 2. 
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Where Cosθ is the cosine angle between each case and query case could be defined by the similarity 
function Sim (Q, Ci).  For every stored case dot product was calculated with the query case by Q.Ci where 
zero products ignored, next vector lengths were calculated for every case and query case (zero terms also 
ignored) where W are weights calculated through equation 1. 
 
For the numeric value such as specific features both in user query and stored cases K Nearest Neighbor 
(K-NN) along with Euclidian distance algorithm work well, the equation of these function are described 
below:  

),(*),(
1

ff

n

f
f STsimWSTSimilarity ∑

=

=  
(3) 

 

In the equation 3, Similarity(T, S) calculate global similarity for all the numeric features, T is the 
query/current case, S is the case from source, Wf is the normalized weight defined by each local weight 
(given by the user) divided by sum of local weights of individual features f , n is the number of the 
features in each case, f is the individual feature from 1 to n, and sim is the local similarity function for 
feature in case T and S (adopt Euclidean distance) as described in the eq. 4.  
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Sim(Tf,Sf) represents local similarity for each feature, function abs is used to get the absolute values and 
Max and Min of the features values are derived from the whole case base and user query. 
 
 
4.  RESULT 
 
The system formulates a ranking of stored cases based on the cosine angle value for   each case paired 
with the problem description. All the cases are listed according to the percentage where 100% means the 
perfect match of all relevant features both extracted from the text as well as features from the structured 
data. Candidate and/or acceptable similar cases were presented along with type of solution and its success 
rate. The problem, solution and its related parts can be presented according to user profile. For instance, if 
a matching case is unrestricted or local then the solution is shown, otherwise the user has to contact the 
owner of the case to get access to the solution. A screen shot for a search is shown in fig 6.  
 

 
 
Figure 6 Example of an experience search for a solution to a problem. 
 
The user interface for searching experience is consisting of a text area along with textbox where user can 
enter textual query and the threshold value in percentage. After finishing the search, depending on 
threshold value the most relevant case(s) will be ranked with case title and type along with the score 
(similarity value). User can also get the information about success rate, feedback and comments from 
other users. In the reuse step the retrieved cases are reused to solve a given new problem. In our system 
user can give feedback and comments about the case(s); for example user will rate for a retrieved case in 
terms of how much the case has been matched with his/her current problem and how valuable the case is. 
This information will help the system both in evaluating matching algorithm and case indexing.  



5.   SUMMARY AND CONCLUSION 
 
We have shown how case-based experience reuse is able to reduce costs in an industrial environment by 
transferring relevant knowledge to an engineer that has a problem to solve. It not only identifies valuable 
experience for the current situation, it also enables avoiding repetition of sometimes very expensive 
mistakes. Since cases also have case authors and may have references to what experience different 
technicians have in this particular problem the system facilitates the identification of technicians with 
suitable experience for a specific situation. The prototype shows that relevant cases for the situation or 
problem can be retrieved whit a hybrid textual CBR approach. Also transferring experience through cases 
is a way that is favored by technicians and they recognize such a system as a useful tool giving them 
decision support in the form of a second opinion. This acceptance will also be validated in field tests in a 
real industrial environment. 
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