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ABSTRACT

As simulation-based analysis methods make few restrictions
on the system design and scale to very large and complex
systems, they are widely used in, e.g., timing analysis of
complex real-time embedded systems (CRTES) in indus-
trial circles. However, before such methods are used, the
analysis simulation models have to be validated in order to
assess if they represent the actual system or not, which also
matters to the confidence in the simulation results. This pa-
per presents a statistical approach to validation of temporal
simulation models extracted from CRTES, by introducing
existing mature statistical hypothesis tests to the context.
Moreover, our evaluation using simulation models depicting
a fictive but representative industrial robotic control system
indicates that the proposed method can successfully iden-
tify temporal differences between different simulation mod-
els, hence it has the potential to be considered as an effective
simulation model validation technique.

Categories and Subject Descriptors

1.6.4 [Simulation and modeling]: Model validation and
analysis; D.2.4 [Software engineering]: Software/program
verification: Statistical methods; C.3 [Special-purpose and
application-based system]: Real-time and embedded sys-
tems

Keywords

simulation model validation, response time, complex real-
time embedded systems, non-parametric statistical hypoth-
esis testing, two-sample Kolmogorov-Smirnov test

1. INTRODUCTION

Many of today’s industrial embedded systems are large,
flexible and highly configurable software systems which con-
tain many event-triggered tasks being triggered by other
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tasks in complex, nested patterns, resulting in very com-
plicated timing behavior. Furthermore, such systems often
consist of millions of lines of code, and contain hundreds of
tasks, many with real-time constraints. Examples of such
systems are the robotic control system IRC 5 developed by
ABB [1], as well as several telecom systems. More impor-
tantly, many tasks in such systems have intricate tempo-
ral dependencies, which may decide important control flow
conditions with major impact on task execution time as
well as task response time. We refer to the systems with
such characteristics as Compler Real-Time Embedded Sys-
tems (CRTES).

Simulation-based timing analysis methods have expanded
both in terms of Response-Time Analysis (RTA) for more
complex systems [13, 5] and how the results are subsequently
used, e.g., by analyzing the timing properties of the ex-
isting code and wrapping it into components, which facili-
tate migration towards a component-based real-time system.
Simulation-based methods provide a powerful augmentation
to RTA as they allow the user to analyze the impact of
changes on a system’s temporal behavior, before introduc-
ing changes to the system, which is referred to as timing
impact analysis [2].

A major issue when using simulation-based timing analy-
sis methods is model validity, which is defined as the process
of determining whether a simulation model is an accurate
representation of the system, for the particular objectives of
the study [11]. As a model is an abstraction of the sys-
tem, some system details may be omitted in the model, for
instance when using probabilistic execution time modeling.
Thus, the results from a simulation of such models may not
be identical to the recordings of the system, e.g., with re-
gard to the exact task response time. In order to convince
system experts to use simulation-based methods, the models
should reflect the system with a satisfactory level of signif-
icance, i.e., as a sufficiently accurate approximation of the
actual system. Furthermore, other threats to model validity
are the configuration of the model extraction tool and bugs
in the model extraction and analysis tools. Therefore, an
appropriate validation process should be performed before
using the models.

There is a large body of work having been done in the
realm of simulation model validation; these methods are ei-
ther objective or subjective. Examples of subjective meth-
ods are Face Validation and Graphical Comparisons [4], whi-
ch are highly dependent on domain expertise and hence
error-prone. The key contributions of the paper are to pro-



vide a means of evaluating the validity in the context of
RTA of CRTES, by considering this particular problem as
a statistical problem, which could be solved by using exist-
ing, mature methods from the field of statistics and evalu-
ate these using a fictive but representative industrial robotic
control system.

Organization: Section 2 first introduces a simulation frame-
work for modeling and timing analysis of CRTES, and then
gives descriptive statistics of original RT data of tasks and
problem formulation. Next, Section 3 first presents a mecha-
nism to eliminate dependencies existing in original RT data,
and then introduces the non-traditional hypothesis test and
a non-parametric hypothesis test used in this paper, and fi-
nally, positions our proposed method StatiVal. The method
evaluation and the related work appear in Section 4 and 5
respectively, before conclusions are drawn in Section 6.

2. SIMULATION OF CRTES

This section is split into three parts: Section 2.1 presents
a simulation framework for modeling and timing analysis of
CRTES, Section 2.2 introduces the descriptive statistics of
tasks’ original response time data in the evaluation models,
and finally, Section 2.3 gives the problem definition.

2.1 The Simulation Framework RTSSim

The target CRTES are described by the modeling lan-
guage in RT'SSim simulation framework [10], which is quite
similar to ARTISST [7] and VirtualTime [17], and allows for
simulating system models containing detailed intricate exe-
cution dependencies between tasks, such as asynchronous
message-passing, globally shared state variables, and run-
time changeability of priority and period of tasks. In RT'SSim,
the system consists of a set of tasks, sharing a single proces-
sor. RT'SSim provides typical RTOS services to tasks simu-
lation model, such as Fixed Priority Preemptive Scheduling
(FPPS), Inter-Process Communication (IPC) via message
queues and synchronization (semaphores). The tasks in a
model are described using C functions, which are called by
the RT'SSim framework. The framework provides an isolated
“sandbox”, where time is represented in a discrete manner
using an integer simulation clock, which is only advanced
explicitly by the tasks in the simulation model, using a spe-
cial routine, EXECUTE. Calls to this routine models the tasks’
consumption of CPU time.

All time-related operations in RT'SSim, such as timeouts
and activation of time-triggered tasks, are driven by the
simulation clock, which makes the simulation result inde-
pendent of process scheduling and performance of the anal-
ysis PC. The response time of tasks are measured whenever
the scheduler is invoked, which happens e.g., at IPC, task
switches, EXECUTE statements, operations on semaphores,
task activations and when tasks end. This, together with
the simulation clock behavior, guarantees that the measured
response time is exact.

In RT'SSim, a task may not be released for execution until
a certain non-negative time (the offset) has elapsed after the
arrival of the activating event. Each task also has a period, a
maximum arrival jitter, and a priority. Periods and priorities
can be changed at any time by any task in the application,
and offset and jitter can both be larger than the period.
Tasks with equal priorities are served on a first come first
served basis. The framework allows for three types of selec-
tions which are directly controlled by simulator input data:
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1) selection of execution times (for EXECUTE), 2) selection of
task-arrival jitter, and 3) selection of task control flow, di-
rectly or indirectly based on environmental input stimulus.
Monte Carlo simulation can be realized by providing ran-
domly generated (conforming to the uniform distribution)
simulator input data, and gives output in terms of a set of
measured RT data of each task invocation during one sim-
ulation run. Furthermore, the evaluation model Model 1 in
Section 4.2 is manually designed to contain similar modeling
and analysis challenges as a real industrial robotic control
system developed by ABB, i.e., intricate temporal depen-
dencies between tasks. More importantly, sampling distri-
butions of original response time of adhering tasks exhibit a
distinctive characteristic (to be introduced in Section 2.2),
which makes conventional statistical analyses difficult to an-
alyze.

2.2 Descriptive Statistics of Original RT Data

Due to the existence of intricate task execution depen-
dencies in the evaluation model Model 1, an upcoming RT
datum may not be independent with the RT datum pre-
viously recorded at each simulation run. We refer to such
RT data as original RT data of tasks hereafter. More im-
portantly, outliers existing in original RT data of all tasks
cannot be removed since they are not caused by system er-
rors or hardware failures. The definition of such outliers
referred in this work is introduced as follows: A RT datum
beyond an outer fence [16] is considered as an (extreme) out-
lier. For the sake of space, Table 1 only shows the numer-
ical summary of the center and the spread (or variability)
of the original RT data sampling distribution of the CTRL
task (with most complicated temporal behavior) in Model 1,
where X, Q1 and Q3 represent response time, first quartile
and third quartile of the sampling distribution respectively.
In addition, by using the definitions for determining outliers
given in [16], i.e., @3 + 3 x IQ where IQ = Q3 — Q1, the
corresponding outer fence for the CTRL task is found to be
4574 (ie., 2339+ 3 x (2339 — 1594)) simulation time units
(tu). Due to the presence of outliers, we consider using the
five-number summary introduced in [15] consisting of Min,
Q1, Median, Q3 and Maz in Table 1, in order to give the
overall statistic descriptive of the sampling distribution of
the original RT data of the CTRL task in Model 1. Further-
more, Figure 1 shows the probability density function (PDF)
histogram of the original RT data sampling distribution of
the CTRL task when the number of samples is large enough,
i.e., 199990 which is corresponding to execute one simula-
tion run for the time up to the upper bound of the RTSSim
simulation time, i.e., 221 — 1. Note that the outliers in Fig-
ure 1 might not be clear enough to see, though in fact, they
approximately exist in the range of [4574, 6 829] along with
the horizontal axis.

Table 1: Descriptive statistics of the sampling distribu-
tion of the original RT data of the CTRL task in Model
1 for one simulation run. The time unit is one tu.

Std. Dev
389.98

Min
1024

Median
1919

Max
6 829

UOF
4574

Q1
1594

Q3
2339

XcTRrRL

In the conventional statistical procedure (i.e., parametric
test), e.g., t-test and analysis of variance (ANOVA) [20],
one important assumption is that the underline population
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Figure 1: The probability density function (PDF) his-
togram of the original RT data sampling distribution of
the CTRL task in Model 1.

is assumed to follow a normal distribution. However, such
an assumption cannot be made in our case, since the sam-
pling distribution of the original RT data of all tasks is often
clearly conforming to a multimodal distribution having sev-
eral peaks (refer to Figure 1 as an example). Such conven-
tional statistical methods cannot be brought into the context
thereof. In addition, the original RT data of tasks noted as
above in Section 2.2 do not fulfill the basic requirement given
by any statistics using probability distribution: The variable
described by a probability distribution is a random variable,
of which value is a function of the outcome of a statistical
experiment that has outcomes of equal probability. Conse-
quently, a new way of constructing the qualified sampling
distributions of tasks’” RT data has to be invented.

2.3 Problem Formulation

We are given two RTSSim simulation models S and s’
which represent the target system and the extracted sim-
ulation model respectively. Further, each model contains a
task set I which has the same number of tasks, i.e., n, where
n € N. Let X5, and X;k denote the sampling distributions
drawn from underline populations of RT data of the same
task 7 in both S and s’ separately, where 1 < k < n. The
goal of the problem is then to find: whether each paired X,
and X;k is significantly different, or can they be considered
statistically equal (i.e., from the same population), at the
certain significance level [15]. More typically, in this work,
the significance level of a test is such that the probability
of mistakenly rejecting the null hypothesis is no more than
the stated probability, i.e., « = 0.05 which is a typical value
and based on preliminary assessments provides appropriate
results [19].

3. THE ALGORITHM

This section first shows how to build up new sampling
distributions of RT data of tasks in CRTES, by using our
proposed method. Next, Section 3.2, 3.3 and 3.4 introduce
problems with using conventional parametric statistics in an-
alyzing the new RT data sampling distributions, the feasibil-
ity of applying different non-parametric statistical hypothe-
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Figure 2: A new reconstructed sampling distribution of
RT data of the CTRL task in Model 1.

sis tests to our case, and the non-traditional hypotheses used
in this work, respectively. Finally, Section 3.5 describes our
proposed algorithm.

3.1 New RT Sampling Distributions

A key issue of selecting samples from the population of all
individuals concerning the desired information, is to elim-
inate bias on the sampling. We therefore propose to use
the technique of simple random samples (SRS) [15], which
gives every possible sample of a given size the same chance
to be chosen. In this work, Monte Carlo simulation is used
as a way of implementing SRS to collect sampling distribu-
tions of RT data of tasks in the extracted RT'SSim model.
This is done by an embedded random number generator
rnd_inst () in the RTSSim simulator, which is an improved
version of the Pseudo-random number generator used in C.
Moreover, empirical results showed that the distribution of
random numbers given by rnd_inst () is conforming to the
uniform distribution, which assures that for each selection
in RTSSim input data, all possible values in any range are
equally likely to be chosen.

In order to eliminate dependencies between original RT
data of tasks caused by intricate task temporal dependen-
cies, we propose a method by first running N Monte Carlo
simulations conforming to SRS noted as above. For each
task in the task set I', the highest value of m samples RT
data recorded by each simulation, will be chosen to construct
new sampling distributions of RT data. By doing this, the
new constructed sampling distributions of RT data of tasks
can be considered from a random variable, since there are
no dependencies between any maximum value of RT data of
tasks between two independent simulations. Refer to Fig-
ure 2 as an example.

Analogously, the sampling distributions of RT data of
tasks in the real system can be collected based on measure-
ments by randomizing inputs to the system at first, and then
removing outliers from the sampling data that are caused by
hardware failure or system errors during each system run-
time observation, and finally, choosing the highest value of
RT data of tasks in the system. Nevertheless, because such
activity is also application-specific, we therefore will not dis-
cuss it in details in this work, due to limited space.



3.2 Problems with Using Parametric Statistics

In order to determine if the conventional statistical pro-
cedure (parametric test), e.g., t-test and ANOVA, can be
used to infer valid parameters of tasks’ RT data sampling
distributions, it first needs to be checked whether the values
conform to a normal distribution. In this work, it is done by
using a commercial statistic analysis software EasyFit [8],
according to the results given by a Goodness of Fit (GOF)
test, i.e., Chi-squared test [6] at a-value of 0.05. The results
show that the new sampling distributions do not conform to
any of the 65 known distributions in [8], e.g., Normal, Uni-
form, Student’s t, Lognormal etc. Since parametric tests
cannot be reasonably applied in this work, we thereby con-
sider to use non-parametric hypothesis tests which make no
assumptions on the underline population of a sampling dis-
tribution.

3.3 The Two-sample KS Test

In the domain of non-parametric statistical hypothesis
tests, there are a few methods such as Chi-squared test,
Wilcozon-Mann- Whithney test [21], Kolmogorov-Smirnov te-
st (x* test, WMW test and KS test respectively, hereafter),
which are often used in identifying differences between two
sampling distributions. The x? test, in which the expected
frequencies of samples in the underline population are com-
pared to the observed frequencies of samples in the sampling
distribution. Such expected frequencies are either hypothe-
sized as all equal or on the basis to some priori knowledge
or experience. However, in the case of RTA for CRTES,
it is either too subjective to support such a hypothesis, or
not accurate enough due to limited a priori knowledge of
the tasks. The x? test is not feasible to be applied in this
work thereof. Concerning the WMW test, it disallows to
compare for instance the variability of two sampling distri-
butions, as it in fact compares the ranks of two samples by
computing the ranks of two samples in the grouped sam-
pling distribution. Therefore, the WMW test may fail in
the comparing two sampling distributions taken from two
multimodal distributions which are with identical mean but
different variances: the WMW test will draw a conclusion
that they are the same, but actually they are not. So the
WMW test cannot be applied to our context neither. The
KS test uses the maximum vertical deviation between the
two cumulative fraction plot (CFP) curves' as the statistic
D, to which the corresponding P value will suggest that if
there is a significant difference or not. Hence, the KS test
does not have the above issues raised by the x? test and
the WMW test, and it is also widely used in both academia
research and industrial application. We therefore adopt the
KS test at the confidence level 95% which is corresponding
to the significance level a = 0.05 (i.e., a typical value and
based on preliminary assessments provides appropriate re-
sults [19]) in this work, and the corresponding hypotheses
are as follows:

e Hy ks There is no significant difference between the
target system and the extracted model in the view of
response time distributions of the task on focus.

o Hg ks There is a significant difference between the tar-
get system and the extracted model in the view of re-
sponse time distributions of the task on focus.

LCFP curves are graphical display of how the data in each
sampling distribution is distributed.
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3.4 The Non-traditional Hypothesis Test

In [14] and [12], it is recognized that the application of
traditional hypothesis tests is not appropriate for model val-
idation. The reason is that traditional null hypothesis, i.e.,
there is no difference between the means, for instance, of the
populations in perspective of the same interesting property,
is tantamount to saying that the model meets the accuracy
standard. Correspondingly, the burden of proof rests on
the alternative hypothesis, i.e., the model is not acceptable.
Moreover, this test strategy is also unsatisfactory because
failure to reject the null hypothesis could be due to the
model being acceptable, but it can also be interpreted as
the user merely having chosen a test with lower power [18].
Therefore, we will use different hypotheses against the ones
in the traditional hypothesis tests, i.e., the traditional null
hypothesis should be reversed. The hypotheses used in this
work can be formally introduced as follows:

e Hy: The simulation model is not a sufficiently accurate
approximation of the target system at the significance
level a = 0.05, from the perspective of response time
distributions of adhering tasks.

e H,: The simulation model is a sufficiently accurate
approzimation of the target system at the significance
level a = 0.05, from the perspective of response time
distributions of adhering tasks.

3.5 StatiVal

Our proposed method StatiVal is shown in Algorithm 1,
which returns the simulation model validation results in
terms of the hypotheses introduced in Section 3.4. Further-
more, in this work, since we choose not to perform the vali-
dation between the real system and the extracted model, we
will instead compare an original system model S inspired by
a real industrial robotic control system (considered as the

modeled system) with a set of models S" where a specific
change scenario (as shown in Section 4.2) is applied. Hence,

in this case, both S and S' are simulation models being
analyzed by using Monte Carlo simulation, which in Algo-
rithm 1 is modeled as a function MT'C, with four parameters:
m - the number of samples drawn from each simulation run,
T, - the task on focus in the KS test, Property - task re-
sponse time and rnd_inst() - a random number generator in
RTSSim simulator. When the reference for comparison is a
real system, the RT data sampling distribution is collected
in the way as introduced in Section 3.1, which in Algorithm 1
is modeled by the function measurement, with four parame-
ters: m - the number of samples drawn from each execution
of the target system, 74 - the task on focus in the analy-
sis, Property - task response time and rnd_testvector() - a
random test vector generator. The outline of StatiVal is as
follows:

e Construct a sampling distribution of N RT data of all
the tasks in both the actual system S and the model
s’ by using measurement() and Monte Carlo simula-
tion MTC() respectively (refer to lines 1 to 10 in Al-
gorithm 1).

Use the KS test to compare if sampling distributions
of RT da}ta of each task 7 in the task set I' in both
S and S are statistically significantly different itera-
tively. If the result given by the KS test is Hq ks, then



Algorithm 1 draws the conclusion, i.e., the model s
is not a sufficiently accurate approximation of the sys-
tem S due to an improper model extraction process (in
other words, we should not reject the null hypothesis
Hy as introduced in Section 3.4), and finally, stops the
validation process. Otherwise, the entire validation
process will terminate after all the tasks are evaluated
by the KS test (refer to lines 12 to 21 in Algorithm 1).
In practice, the KS test is conducted by using a com-
mercial software XLSTAT [22], which is a plug-in to
EXCEL.

Algorithm 1 StatiVal(T")

1: for all 7, such that 1 < k < n in I' in both S and s’ do

2:  for all i such that 1 < i < N do
3: Xi = Ti1, s Tiyjs ey Tiym < MTC(m, 71, RT, rnd_inst())
4: X"lcvi < Max(Xl)

’ !’ ’ ’
5: X, — T s Ty s Ty —

Measurement(m, 7, RT, rnd_testvector())

’ !
6: Xy i & Maz(X;)
7: end for
8: X’[’k <_X:’kvlv”'*Xj'kviv"'7X‘:k:N
9: XW <—XTk’l,...,XTkJ.,...,Xﬂ_ka
10: end for
11: ret <0 ,
12: for all 74 such that 1 < k < n in ' in both S and S do
13: ret « kstest(Xo , X /1, a)

3

14: if ret = H, s then
15: ret < Hy
16: else
17: ret <+ H,
18: return ret
19: end if
20: end for
21: return ret

4. EVALUATION

In this section, we first introduce the evaluation models in-
spired by a real industrial control system, and our testbed.
Then we give the description of change scenarios and the
expected model validation results, and finally, we show that
our proposed algorithm can obtain the accurate analysis re-
sults.

4.1 The Evaluation Models and Testbed

We examine the idea by using a set of simulation models
which are designed to include some behavioral mechanisms
from the ABB system: 1) Tasks with intricate dependencies
in temporal behavior due to Inter-Process Communication
(IPC) and globally shared state variables; 2) The use of
buffered message queues for IPC, which vary the execution
time of tasks dramatically; 3) Although FPPS is used as
a basis, one task, i.e., the CTRL task, changes its priority
during runtime, in response to system events. The details
of Model 1 are described in [10]. Furthermore, the tasks
and task parameters in both Model 1 and a set of varia-
tions of Model 1 are presented in Table 2, where PLAN_H,
CTRL_H, CTRL_L, DUMMY, PLAN_O and PLAN_L rep-
resent the PLAN task with the priority 3, the CTRL task
with the priority 4, the CTRL task with the priority 6, the
DUMMY task with the priority 7, and the PLAN task with
the priority 9 respectively. Note that the lower numbered
priority is more significant, i.e., 0 stands for the highest pri-
ority. The time unit in Table 2 is a simulation time unit (tu)
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and Column Case denotes that in which case or cases a spe-
cific task exists. For example, the DUMMY task only exists
in Cases 4-1 and 4-2. “—” represents the task appears in all
cases. Moreover, our testbed is running Microsoft Windows
XP Professional, version 2002 with Service Pack 3. The
computer is equipped with the Intel Core Duo CPU E6550
processor, 2GB RAM and a 4MB L2 Cache. The processor
has 2 cores and 1 frequency level: 2.33 GHz.

Table 2: Tasks and task parameters in evaluation mod-
els. The lowest number stands for the highest priority.

Priority | Period (tu) | Offset (tu) Case
DRIVE 2 2000 12000 -
PLAN_H 3 40000 0 2-2
CTRL_H 4 20000 0 -
10 5 5000 500 -
CTRL_L 6 10000 0 -
DUMMY 7 5000 0 4-1,4-2
PLAN_O 8 40000 0 -
PLAN_L 9 40000 0 2-1

4.2 Change Scenarios and Evaluation Results

Model 1 is an original simulation model and is consid-
ered as the target system S, while a set of variations s’ (in
which either tasks’ execution time, priority and period are
changed, or some extra tasks are added) are considered as
the extracted models from the system S. In addition, the
description of change scenarios and the corresponding ex-
pected model validation results which are expressed by us-
ing the hypotheses introduced in Section 3.4, are presented
as follows:

e Case 1: The execution time of the 10 task is doubled
from 23 to 46 tu. Moreover, because the 10 task has a
higher priority than the CTRL and PLAN task, there-
fore the RT of the two tasks as well as the 10 task itself
will be changed. Hy is the expected result thereof.

e Case 2: In Case 2-1 where the priority of the PLAN
task is lowered, the RT of other tasks will not be im-
pacted because the priority of the PLAN task is the
lowest among all tasks in the model. Consequently, the
expected result is H,. However, concerning Case 2-2
where the priority of the PLAN task is prompted to
be higher than any other tasks except for the DRIVE
task, the RT of such tasks will be changed. The cor-
responding expected result is Hp thereof.

e Case 3: When the period of the PLAN task which is
the lowest priority task in the system is increased, the
RT of all the tasks is not supposed to be affected at
all, therefore the expected result is Hy.

e Case 4: When there is a DUMMY task added to Model
1, with different execution times and priorities that are
lower than any other tasks, except for the PLAN task
in the system. Consequently, only RT of the PLAN
task might be affected after the change. Therefore Hp
is expected to be drawn.



As shown in Rows StatiVal, ER, Accuracy® and Confi-
dence level in Table 3, clearly, the results given by our pro-
posed method StatiVal at the confidence level 95% are in line
with the expected model validation results. This indicates
that our proposed method has the potential to be considered
as an effective simulation model validation method. It is in-
teresting to note that the reasons for why other parametric
and non-parametric statistics cannot be applied to the con-
text of model validation for CRTES have been outlined in
Section 3.2 and Section 3.3 respectively.

Table 3: The results obtained by using StatiVal con-
cerning different models according to change scenarios,
and the expected model validation results.

Cases 1 2-1 2-2 3 4-1 4-2
RTprIVE Ho,ks | Hoks | Haks | Hoks | Ho,ks | Hoks
RTro Hao ks | Hoks | Haks | Hoks | Hoks | Hoks
RTcrTRrL Hao ks | Hoks | Haks | Hoks | Hoks | Ho ks
RTpran Ha ks | Hoks | Haks | Hoks | Haks | Ha ks
StatiVal Hy H, Ho H, Hy Hy
ER Hy H, Hy H, Hy Hy
Accuracy v v v v v v

Confidence level 95% 95% 95% 95% 95% 95%

5. RELATED WORK

This section reviews the work that are not mentioned in
previous sections, but related. In [3] Andersson presents
the notion of model equivalence based on observable prop-
erty equivalence which is used to compare results of a model
and an actual system. Kleijnen [9] presents work about val-
idation on trace-driven simulation models using bootstrap
test on simulation sub-runs. However, it seems that there
are no outliers existing in the sampling distributions used in
their analysis. Moreover, the system and simulation models
in their work are much less complex than the system mod-
els we are using, of which samples distributions used in the
analysis are multi-model distributions, due to the adhering
intricate task temporal dependencies. The key innovation
that equivalence testing [18] relies upon is the subjective
choice of a region within which differences between test and
reference data are considered negligible. For example, a re-
gion of indifference might be nominated to be £20% of the
standard deviation, which introduces a measure of subjec-
tivity and hence cannot be reasonably applied in our case
where there are many outliers existing in the samples.

6. CONCLUSIONS AND FUTURE WORK

Simulation model validation is a vital issue when simulati-
on-based methods are used in the timing analysis of Com-
plex Real-Time Embedded Systems (CRTES). This paper
has presented our work on validation of temporal simula-
tion models from the perspective of tasks’ response time. In
particular, the evaluation using a number of simulation mod-
els describing a fictive but representative industrial robotic
control system, shows that our proposed method can ob-
tain the correct analysis results. This also indicates that
our proposed method has the potential to be applied as an
effective simulation model validation method. Further work

2/ means that the result given by StatiVal at the confidence
level 95% conforms to the corresponding known model vali-
dation result; x will be given otherwise.

will investigate ways in which to extend our method with
the ability to evaluate tasks’ execution time, as well as to
evaluate the method by using more scenario changes and
real systems.
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