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Abstract. The existing offset-aware response-time analysis of Controller Area
Network (CAN) for mixed messages has certain practical limitations. It is based
on the assumption that the jitter and deadline of a message are smaller or equal to
the transmission period. However, practical systems may contain messages with
release jitter greater than the period. Consequently, the deadlines specified for
such messages are also greater than their periods. In this paper, we extend the ex-
isting response-time analysis for mixed messages in CAN that are scheduled with
offsets and have arbitrary jitter and deadlines. Mixed messages are implemented
by several higher-level protocols based on CAN that are used in the automo-
tive industry. The extended analysis is applicable to any higher-level protocol for
CAN that uses periodic, sporadic and mixed transmission modes.

1 Introduction

The Controller Area Network (CAN) [1] is a multi-master, event-triggered, serial com-
munication bus protocol supporting bus speeds of up to 1 mega bits per second. It is a
widely used protocol in the automotive domain. It has been standardized as ISO 11898-
1 [2]. According to CAN in Automation (CiA) [3], the estimated number of CAN en-
abled controllers sold in 2011 are about 850 million. CAN also finds its applications
in other domains, e.g., industrial control, medical equipments, maritime electronics,
and production machinery. There are several higher-level protocols for CAN that are
developed for many industrial applications such as CAN Application Layer (CAL),
CANopen, J1939, Hägglunds Controller Area Network (HCAN), CAN for Military
Land Systems domain (MilCAN).

In order to provide evidence that each action by the system will be provided in a
timely manner, i.e., each action will be taken at a time that is appropriate to the envi-
ronment of the system, a priori analysis techniques such as schedulability analysis have
been developed by the research community. Response-Time Analysis (RTA) [4, 5] is a
powerful, mature and well established schedulability analysis technique. It is a method
to calculate upper bounds on the response times of tasks or messages in a real-time sys-
tem or a network respectively. RTA is used to perform a schedulability test which means
it checks whether or not tasks (or messages) in the system (or network) will satisfy their
deadlines. RTA applies to systems (or networks) where tasks (or messages) are sched-
uled with respect to their priorities and which is the predominant scheduling technique
used in real-time operating systems (or real-time network protocols, e.g., CAN) [6].
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1.1 Motivation and related work

Tindell et al. [7] developed the schedulability analysis for CAN. This analysis has been
implemented in several tools that are used in the automotive industry [8–11]. Davis et
al. [12] refuted, revisited and revised the analysis by Tindell et al. In [13], Davis et al.
extended the analysis in [7, 12] which is applicable to the CAN network where some
nodes implement priority queues and some implement FIFO queues. All these analyses
assume that the messages are queued for transmission periodically or sporadically. They
do not support mixed messages in CAN, i.e., the messages that are simultaneously time
(periodic) and event (sporadic) triggered. Mubeen et al. [14] extended the existing anal-
ysis to support mixed messages in CAN where nodes implement priority-based queues.
Mubeen et al. [15, 16] further extended their analysis to support mixed messages in the
network where some nodes implement priority queues while others implement FIFO
queues.

But, none of the analysis discussed above supports messages that are scheduled
with offsets i.e., using externally imposed delays between the times when the messages
can be queued. In order to avoid deadlines violations due to high transient loads, cur-
rent automotive embedded systems are often scheduled with offsets [17]. Furthermore,
the worst-case response times of messages (especially with lower priority) in CAN in-
crease with the increase in the network load. However, the worst-case response-times of
lower priority messages in CAN can be reduced if the messages are scheduled with off-
sets [18–20]. A method for the assignment of offsets to improve the overall bandwidth
utilization is proposed in [19, 20]. The worst-case response-time analysis for CAN mes-
sages with offsets has been developed by several researchers [21, 22, 18, 23, 17].

None of these analyses support mixed messages that are scheduled with offsets. In
[24], we extended the existing offset-based analysis[21] to support worst-case response-
time calculations for mixed messages in CAN. However, this analysis is restricted due
to limitations regarding message jitter and deadlines. The source of these limitations
comes from the base analysis [21]. In this paper, we remove these limitations. Basically,
we extend the analysis for mixed messages [14] by building it upon the analysis for
CAN messages with offsets [17]. Figure 1 depicts the relation between the existing and
extended analyses.

1.2 Paper contribution

We extend the response-time analysis of CAN for mixed messages that are scheduled
with offsets. The existing analysis for mixed messages with offsets [24] places restric-
tions on message deadline and jitter, i.e., each of them should be less than or equal
to message period. Message jitter may be higher than its period, e.g., for the messages
scheduled at the gateway node [17]. The existing offset-aware analysis does not support
mixed messages whose jitter and deadlines are higher than their transmission periods.
In this paper, we lift these restrictions by assuming deadline and jitter to be arbitrary,
i.e., each one of them can be higher than message period. Intuitively, there can be sev-
eral instances of same message that are queued for transmission. Hence, our extended
analysis considers the response times of all these instances while calculating the worst-
case response time. Mixed message are implemented by several higher-level protocols
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Fig. 1. Relation between the existing and extended Response Time Analysis (RTA)

used in the industry. The analysis is applicable to any higher-level protocol for CAN
that uses periodic, sporadic and mixed transmission of messages that are scheduled
with offsets. We also show the applicability of the extended analysis by conducting the
automotive-application case study.

1.3 Paper layout

The remainder of the paper is organized as follows. In Section 2, we discuss mixed
transmission patterns supported by higher-level protocols for CAN. Section 3 describes
the scheduling model. Section 4 presents the extended analysis. In Section 5, we present
a case study. Section 6 concludes the paper and discusses the future work.

2 Mixed transmission patterns supported by higher-level protocols

When CAN is employed for network communication in a distributed real-time system,
each node (processor) or Electronic Control Unit (ECU) is equipped with a CAN inter-
face that connects the node to the bus [25]. Application tasks in each node, that require
remote transmission, are assumed to queue messages for transmission over the CAN
network. The messages are transmitted according to the protocol specification of the
CAN protocol. Traditionally, it is assumed that the tasks queueing CAN messages are
invoked either by periodic events with a period or sporadic events with a minimum
inter-arrival time. However, there are some higher-level protocols and commercial ex-
tensions of CAN in which the task that queues the messages can be invoked periodically
as well as sporadically. If a message can be queued for transmission periodically as well
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as at the arrival of a sporadic event then the transmission type of the message is said to
be mixed. In other words, a mixed message is simultaneously time (periodic) and event
triggered (sporadic). We identified three types of implementations of mixed messages
used in the industry.
Consistent terminology. To stay consistent, we use the terms message and frame inter-
changeably because we only consider messages that will fit into one frame (maximum
8 bytes). For the purpose of using simple notation, we call a CAN message as periodic,
sporadic or mixed if it is queued by an application task that is invoked periodically, spo-
radically or both (periodically and sporadically) respectively. If a message is queued for
transmission at periodic intervals, we use the term “Period” to refer to its periodicity.
A sporadic message is queued for transmission as soon as an event occurs that changes
the value of one or more signals contained in the message provided a Minimum Update
Time (MUT ) between the queueing of two successive sporadic messages has elapsed.
Hence, the transmission of a sporadic frame is constrained by MUT . We overload the
term “MUT ” to refer to “Inhibit Time” in CANopen protocol [26] and “Minimum
Delay Time (MDT)” in AUTOSAR communication [27].

Implementation in CANopen

Event 
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Queued for 
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Sporadic Transmission
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(a) Mixed message in CANopen (b) Mixed message in AUTOSAR (c) Mixed message in HCAN

Fig. 2. Mixed transmission pattern in higher-level protocols for CAN

2.1 Method 1: Implementation in CANopen

The CANopen protocol [26] supports mixed transmission that corresponds to the Asyn-
chronous Transmission Mode coupled with the Event Timer. The Event Timer is used
to transmit an asynchronous message cyclically. A mixed message can be queued for
transmission at the arrival of an event provided the Inhibit Time has expired. The Inhibit
Time is the minimum time that must be allowed to elapse between the queueing of two
consecutive messages. A mixed message can also be queued periodically at the expiry
of the Event Timer. The Event Timer is reset every time the message is queued. Once a
mixed message is queued, any additional queueing of it will not take place during the
Inhibit Time [26].

The transmission pattern of a mixed message in CANopen is illustrated in Figure
2(a). The down-pointing arrows symbolize the queueing of messages while the upward
lines (labeled with alphabets) represent arrival of the events. Message 1 is queued as
soon as the event A arrives. Both the Event Timer and Inhibit Time are reset. As soon
as the Event Timer expires, message 2 is queued due to periodicity and both the Event
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Timer and Inhibit Time are reset again. When the event B arrives, message 3 is imme-
diately queued because the Inhibit Time has already expired. Note that the Event Timer
is also reset at the same time when message 3 is queued as shown in Figure 2(a). Mes-
sage 4 is queued because of the expiry of the Event Timer. There exists a dependency
relationship between the Inhibit Time and the Event Timer.

2.2 Method 2: Implementation in AUTOSAR

AUTOSAR (AUTomotive Open System ARchitecture) [28] can be viewed as a higher-
level protocol if it uses CAN for network communication. Mixed transmission mode in
AUTOSAR is widely used in practice. In AUTOSAR, a mixed message can be queued
for transmission repeatedly with a period equal to the mixed transmission mode time
period. The mixed message can also be queued at the arrival of an event provided
the Minimum Delay Time (MDT ) has been expired. However, each transmission of
a mixed message, regardless of being periodic or sporadic, is limited by MDT . This
means that both periodic and sporadic transmissions are delayed until MDT expires.
The transmission pattern of a mixed message implemented by AUTOSAR is illustrated
in Figure 2(b). Message 1 is queued (MDT is started) because of partly periodic na-
ture of a mixed message. When the event A arrives, message 2 is queued immediately
because MDT has already expired. The next periodic transmission is scheduled 2 time
units after the transmission of message 2. However, next two periodic transmissions
corresponding to messages 3 and 4 are delayed because MDT is not expired. This is
indicated by “Delayed Periodic Transmissions” in Figure 2(b). The periodic transmis-
sions corresponding to messages 5 and 6 take place at the scheduled times because
MDT is already expired in both cases.

2.3 Method 3: Implementation in HCAN

A mixed message in HCAN protocol [29] contains signals out of which some are pe-
riodic and some are sporadic. A mixed message is queued for transmission not only
periodically, but also as soon as an event occurs that changes the value of one or more
event signals, provided MUT between the queueing of two successive sporadic in-
stances of the mixed message has elapsed. Hence, the transmission of a mixed message
due to arrival of events is constrained by MUT . The transmission pattern of a mixed
message is illustrated in Figure 2(c). Message 1 is queued because of periodicity. As
soon as event A arrives, message 2 is queued. When event B arrives it is not queued
immediately because MUT is not expired yet. As soon as MUT expires, message 3
is queued. Message 3 contains the signal changes that correspond to event B. Simi-
larly, a message is not immediately queued when the event C arrives because MUT
is not expired. Message 4 is queued because of the periodicity. Although, MUT was
not expired, the event signal corresponding to event C was packed in message 4 and
queued as part of the periodic message. Hence, there is no need to queue an additional
sporadic message when MUT expires. This indicates that the periodic transmission of
a mixed message cannot be interfered by its sporadic transmission (a unique property of
HCAN protocol). When the event D arrives, a sporadic instance of the mixed message
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is immediately queued as message 5 because MUT has already expired. Message 6 is
queued due to periodicity.

2.4 Discussion

In the first method, the Event Timer is reset every time a mixed message is queued for
transmission. The implementation of a mixed message in method 2 is similar to method
1 to some extent. The main difference is that in method 2, the periodic transmission can
be delayed until the expiry of MDT . Whereas in method 1, the periodic transmission
is not delayed, in fact, the Event Timer is restarted with every sporadic transmission.
The MDT timer is started with every periodic or sporadic transmission of a mixed
message. Hence, the worst-case periodicity of a mixed message in methods 1 and 2
can never be higher than Inhibit Timer and MDT respectively. Therefore, the existing
analyses for CAN messages with offsets [21, 22, 18, 23, 17] can be used for analyzing
mixed messages in the first and second implementation methods.

However, the periodic transmission is independent of the sporadic transmission in
the third method. The periodic timer is not reset with every sporadic transmission. A
mixed message can be queued for transmission even ifMUT is not expired. Hence, the
worst-case periodicity of a mixed message is neither bounded by period nor by MUT .
Therefore, the analyses in [21, 22, 18, 23, 17] cannot be used for analyzing mixed mes-
sages in the third implementation method.

3 System model

The system, S, consists of a number of CAN controllers that are connected to a single
CAN network. The nodes implement priority-ordered queues, i.e., the highest priority
message in a node enters into the bus arbitration. Each CAN message mm has a unique
identifier and priority denoted by IDm and Pm respectively. The priority of a message is
assumed to be equal to its ID. The priority of mm is considered higher than the priority
of mn if Pm < Pn.

Let the sets hp(mm), lp(mm), and hep(mm) contain the messages with priorities
higher, lower, and equal and higher than mm respectively. Although the priorities of
CAN messages are unique, the set hep(mm) will be used in the case of mixed messages.
Associated to each message is a FRAME TYPE that specifies whether the frame is
a standard or an extended CAN frame. The difference between the two frame types is
that the standard CAN frame uses an 11-bit identifier whereas the extended CAN frame
uses a 29-bit identifier. In order to keep the notations simple and consistent, we define
a function ξm that denotes the transmission type of a message. ξm specifies whether m
is periodic (P ), sporadic (S) or mixed (M ). Formally the domain of ξm can be defined
as:

ξm ∈ [P, S, M ]

Each message mm has a transmission time Cm and queueing jitter Jm which is
inherited from the task that queues mm , i.e., the sending task. We assume that Jm
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can be smaller, equal or greater than Tm or MUTm of mm . Each message can carry
a data payload that ranges from 0 to 8 bytes. This number is specified in the header
field of frame called Data Length Code and is denoted by sm . In the case of periodic
transmission, mm has a transmission period which is denoted by Tm . Whereas in the
case of sporadic transmission, mm has a MUTm (Minimum Update Time) that refers
to the minimum time that should elapse between the transmission of any two sporadic
messages. Bm denotes the blocking time of mm which refers to the largest amount of
time mm can be blocked by any lower priority message.

We duplicate a message when its transmission type is mixed. Hence, each mixed
message mm is treated as two separate messages, i.e., periodic and sporadic. The du-
plicates share all the attributes except Tm and MUTm . The periodic copy inherits Tm

while the sporadic copy inherits MUTm . Each message has a worst-case response time,
denoted by Rm , and defined as the longest time between the queueing of the message
(on the sending node) and the delivery of the message to the destination buffer (on the
destination node). mm is deemed schedulable if its Rm is less than or equal to its dead-
line Dm . The system is considered schedulable if all of its messages are schedulable.
We consider the deadlines to be arbitrary which means that they can be greater than the
periods or minimum update times of the corresponding messages. We assume that the
CAN controllers are capable of buffering more than one instance of a message.

LetOm denotes the offset of mm . We assume that the offset of mm is always smaller
than its period. The first arrival time of mm is equal to its offset while the subsequent
arrivals occur periodically with respect to the first arrival. We assume that the smallest
offset in a node is zero. It should be noted that each node has its own local time and
there is no global synchronization among the nodes. We assume that the offset relations
exist only among periodic messages and periodic copies of mixed messages within a
node. We further assume that there are no offset relations:

1. among sporadic messages,
2. between a periodic message and a sporadic message,
3. between a periodic copy of a mixed message and a sporadic message,
4. between the duplicates of a mixed message,
5. between any two messages belonging to different nodes.

All periodic messages and periodic copies of mixed messages in a node are gathered
into a single transaction denoted by Γi. Each transaction Γi belongs to Γ which is a set
of all transactions in the system. This transaction model is adapted from [30]. It should
be noted that the offset relations exist only within a transaction, and there are no offset
relations among transactions. In the context of a transaction, we denote a message mj

belonging to transaction i by mj
i . Each transaction has a period denoted by TΓi and

defined as the Least Common Multiple (LCM) of the periods of all messages present in
the transaction. Each sporadic message or sporadic copy of a mixed message is modeled
as a transaction of its own.

An example of two messages transmitted by a node is depicted in Figure 3. m1 is
a mixed message with high priority while m2 is a periodic message with low priority.
Transaction Γ1 contains both m2 and periodic copy of m1 . The period of Γ1 denoted
by TΓi

is the LCM of T1 and T2 . Transaction Γ2 consists of only sporadic copy of m1 .
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Critical Instant (tc)

m2

3210 5 104 9876
t

1911 12 13 14 15 16 17 18

m2 m2 m2

20

m2 m2

1

3210 5 104 9876
t

1911 12 13 14 15 16 17 18

m1 m1 m1

20

m2 m2 m2 m2 m2
P m1

P m1
P

T2

T 1 1

1( 1

2( 1

2 m1

3210 5 104 9876
t

1911 12 13 14 15 16 17 18

m1

20

m1
S m1

S

m1 S

3210 5 104 9876
t

1911 12 13 14 15 16 17 18

P SP P

20

m1
P m1

P m1
Pm1

S m1
S

MUT1

T1

O2

O1

Sporadic copy of 
mixed message m1

Periodic copy of 
mixed message m1

Message release

Transaction release
Transmission

time

Fig. 3. Example demonstrating messages and transactions

4 Worst-case response-time analysis

Let mm be the message under analysis. We analyze mm differently based on its trans-
mission type. Intuitively, we consider three different cases namely periodic, sporadic
and mixed. We first discuss few terms that are used in the analysis.

In order to calculate the worst-case response time of mm , the maximum busy period
[7, 12] for priority level-m should be known first.
Maximum Busy Period. It is the longest contiguous interval of time during which mm

is unable to complete its transmission due to two reasons. First, the bus is occupied
by the higher priority messages. Second, a lower priority message already started its
transmission when mm is queued for transmission. The maximum busy period starts at
the critical instant.
Critical Instant. For a system where messages are scheduled without offsets, the crit-
ical instant corresponds to the point in time when all higher priority messages are
assumed to be queued simultaneously with mm while their subsequent instances are
assumed to be queued after the shortest possible interval of time [12]. However, this
assumption does not hold in the system where messages are scheduled with offsets.

We redefine the critical instant for priority level-m busy period as the instant when
(1) mm or any other higher priority message belonging to the same node as that of mm

is queued for transmission, (2) At least one message with priority higher than mm is
queued for transmission from every node, (3) all sporadic messages and sporadic copies
of mixed messages belonging to the set hp(mm) from every node are simultaneously
queued for transmission at the respective nodes, and (4) a lower priority message just
started its transmission when mm is queued. The critical instant for priority level-2 busy
period is identified at tc in Figure 3. According to condition (3) stated above, the arrival
of Γ2 should coincide with the critical instant.
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Worst-Case Candidates. The main issue regarding condition (2) is to determine which
message in the set hp(mm) is the candidate to start the critical instant, i.e., contributing
to the worst-case response-time of mm . The solution is that any message in the set
hp(mm) can be the worst-case candidate. Therefore, each message has to be tested in
the busy period as the potential worst-case candidate. The response time of mm should
be computed from every worst-case candidate and the maximum among all should be
considered as the worst-case response time of mm .

We present the response-time analysis with respect to any worst-case candidate in
the following subsections.

4.1 Case: When mm is a periodic message

Let mm belongs to transaction Γi. The worst-case response time of mm is equal to
the maximum value among the response times of all of its instances. We calculate the
response times of all instances of mm within the priority level-m busy period. Let qm
be the index variable to denote instances of mm . Let qLm and qHm denote lowest- and
highest-numbered instances respectively. The worst-case response time of mm is given
by:

Rm = max{Rm(qm)}, ∀ qLm ≤ qm ≤ qHm (1)

It should be noted that qm will be equal to 1 if the message instance is queued for
transmission between the critical instant and Tm . Further, qm will be equal to 2 if the
message instance is queued for transmission between Tm and 2.Tm . Similarly, qm will
be equal to 0 if the message instance is queued for transmission between the critical
instant and −Tm . Since the jitter of a message can be greater than its transmission
period, it is possible that the previous instances of the message may also be delayed due
to jitter and enter in the maximum busy period. The calculations for the response time
of instance qm are adapted from [17] as follows.

Rm(qm) = STm + Cm − (ϕm(φi) + (qm − 1).Tm) (2)

φi in (2) denotes the time interval between latest arrival of Γi (prior to the critical
instant) and the critical instant. Consider the example message set in Figure 3. φi is
equal to 1 time unit and is identified as φ1 on the third time line from the top. ϕm(φi) in
(2) represents the length of the time interval between the critical instant and first release
of mm that occurs at or after the critical instant. Consider again the example message
set in Figure 3. ϕm(φi) for messages mP

1 and m2 are identified by ϕ1(φ1) and ϕ2(φ1)
respectively. The calculations for ϕm(φi) are adapted from [30] as follows.

ϕm(φi) = (Tm − (φi −Om) mod Tm) mod Tm (3)

STm in (2) denotes the Start Time (ST) when the priority level-m busy period ends
and mm(qm) can start its transmission. Basically, it sums up the interferences due to
higher priority messages, previous instances of the same message and blocking factor.
It can be calculated by solving the following equation.
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STn+1
m = Bm + (qm − qLm).Cm +

∑
∀Γk∈Γ

Wm(Γk, φk, ST
n
m) (4)

Where the term (qm − qLm).Cm represents the interference due to previous instances of
mm that are queued ahead of the instance under analysis. Bm is the blocking delay for
mm . It is defined as the amount of time equal to the largest transmission time in the set
of lower priority messages. Bm is calculated as follows.

Bm = max
∀mj∈lp(mm)

{Cj} (5)

(4) is an iterative equation. It is solved iteratively until two consecutive solutions
become equal. The starting value for STnm in (4) can be selected equal to Bm + (qm −
qLm).Cm. Wm in (4) represents the amount of interference due to the messages in the
set hp(mm) that are queued for transmission since the beginning of the busy period.
It is important to mention that CAN uses fixed-priority non-preemptive scheduling,
and therefore, a message cannot be interfered by higher priority messages during its
transmission. Whenever we use the term interference, it refers to the amount of time mm

has to wait in the send queue because the higher priority messages win the arbitration,
i.e., the right to transmit before mm . Wm can be calculated as follows.

Wm(Γk, φk, ST
n
m) =

∑
∀mj∈hpk(mm)

Υ jk (ST
n
m).Cj (6)

Where hpk(mm) represents the set of all those messages that belong to Γk and have
priority higher than mm . Υ jk (ST

n
m) in (6) is calculated differently based on the trans-

mission type ξj of the higher priority message mj . The calculations for Υ jk (ST
n
m) are

adapted from [17] and [14] as follows. It should be noted that the existing analysis con-
siders only higher priority periodic messages while calculating Υ jk (ST

n
m). On the other

hand, we consider all higher priority periodic, sporadic and mixed messages while cal-
culating Υ jk (ST

n
m).

Υ jk (ST
n
m) =



⌊
Jj+ϕj(φk)

Tj

⌋
+

⌊
STn

m−ϕj(φk)
Tj

⌋
+ 1, if ξj =P⌈

STn
m+Jj+τbit
MUTj

⌉
, if ξj =S⌊

Jj+ϕj(φk)
Tj

⌋
+

⌊
STn

m−ϕj(φk)
Tj

⌋
+ 1

+

⌈
STn

m+Jj+τbit
MUTj

⌉
, if ξj =M

(7)

Where ϕj(φk) is calculated by replacing the indices m and i with j and k in (3)

respectively. In (7), the periodic case is adapted from [17].
⌊
Jj+ϕj(φk)

Tj

⌋
represents

the maximum number of instances of the higher priority periodic message or peri-
odic copy of mixed message mj that may accumulate at the critical instant. Whereas
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STn

m−ϕj(φk)
Tj

⌋
+1 represents the maximum number of instances of mj that are queued

for transmission in the interval that starts with the critical instance and ends at Υnm.
There are no offset relations of mm with any sporadic message. Moreover, all spo-

radic messages are assumed to be queued for transmission at the critical instant. There-

fore, the sporadic and mixed cases in (7) are adapted from [14].
⌈
STn

m+Jj+τbit
MUTj

⌉
repre-

sent the maximum number of instances of higher priority sporadic message or sporadic
copy of mixed message mj that are queued for transmission in the interval that starts
with the critical instance and ends at Υnm. This also includes the number of instances of
mj that may accumulate at the critical instant due to jitter.

It is evident from (7) that interference from both periodic and sporadic copies of
higher priority mixed message is taken into account. τbit denotes the time required to
transmit a single bit on the CAN bus. Its value depends upon the speed of the bus. The
lowest- and highest-numbered instances of mm denoted by qLm and qHm are calculated
as follows.

qLm = −
⌊
Jm + ϕm(φi)

Tm

⌋
+ 1 (8)

qHm =

⌈
Lm − ϕm(φi)

Tm

⌉
(9)

Where Lm represents the length of priority level-m busy period. The existing anal-
ysis [17] considers only higher priority periodic messages while calculating Lm. We
adapt the existing analysis to consider all higher priority periodic, sporadic and mixed
messages while calculating Lm. Similar to (4), Lm can be calculated using fixed-point
method as follows.

Ln+1
m =

[⌊
Jm + ϕm(φi)

Tm

⌋
+

⌈
Lnm − ϕm(φi)

Tm

⌉]
.Cm +

Bm +
∑

∀Γk∈Γ,mj∈hpk(mm)

Mj
k(L

n
m).Cj (10)

Where

Mj
k(L

n
m) =



⌊
Jj+ϕj(φk)

Tj

⌋
+

⌈
Ln

m−ϕj(φk)
Tj

⌉
, if ξj =P⌈

Ln
m+Jj+τbit
MUTj

⌉
, if ξj =S⌊

Jj+ϕj(φk)
Tj

⌋
+

⌈
Ln

m−ϕj(φk)
Tj

⌉
+

⌈
Ln

m+Jj+τbit
MUTj

⌉
, if ξj =M

(11)
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4.2 Case: When mm is a sporadic message

Let again the message under analysis be mm that belongs to Γi, i.e, transaction of its
own. The worst-case response time of mm can be calculated similar to the periodic
case with one exception. That is, sporadic message does not have any offset relations
with any other message in the system. Moreover, all sporadic messages including mm

are assumed to be queued for transmission at the critical instant. Intuitively, φi will be
equal to MUTm , i.e., the latest arrival of mm prior to critical instant will be MUTm

time units before the critical instant. Let us use Om equal to zero, and MUTm in place
of both Tm and φi in (3).

ϕm(φi) = 0 (12)

In this case, (1), (4), (5), (6), (7) and (11) hold intact. However, we need to replace
the new value of ϕm(φi) from (12) in the calculations for (2), (8), (9) and (10) as
follows.

Rm(qm) = STm + Cm − (qm − 1).MUTm (13)

qLm = −
⌊

Jm
MUTm

⌋
+ 1 (14)

qHm =

⌈
Lm

MUTm

⌉
(15)

Ln+1
m =

⌈
Lnm + Jm + τbit

MUTm

⌉
.Cm +Bm +∑

∀Γk∈Γ,mj∈hpk(mm)

Mj
k(L

n
m).Cj (16)

4.3 Case: When mm is a mixed message

Let again mm be the message under analysis. Since a mixed message is duplicated as
two separate messages, the extended analysis treats them separately. Let the periodic
and sporadic copies of mm be denoted by mmP

and mmS
respectively. We denote the

worst-case response times of mmP and mmS by RmP and RmS respectively. The worst-
case response time of mm is the maximum between RmP and RmS as follows.

Rm = max{RmP
, RmE

} (17)

Where RmP
and RmS

are equal to maximum among the response times of their respec-
tive instances. Let qmP

be the index variable to denote the instances of mmP
. Let qLmP

and qHmP
denote the lowest- and highest-numbered instances of mmP

respectively. Let
qmS

, qLmS
and qHmS

denote the index variable for instances, and lowest- and highest-
numbered instances of mmS respectively. Then RmP and RmS are given by the follow-
ing equations.
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RmP
= max{RmP

(qmP
)},∀ qLmP

≤ qmP
≤ qHmP

(18)

RmS
= max{RmS

(qmS
)},∀ qLmS

≤ qmS
≤ qHmS

(19)

The calculations for the worst-case response time of each instance of mmP
and mmS

are adapted from (2) and (13) as follows.

RmP
(qmP

) = STmP
+ Cm − (ϕmP

(φi) + (qmP
− 1).Tm) (20)

RmS
(qmS

) = STmS
+ Cm − (qmS

− 1).MUTm (21)

Where ϕmP
(φi) is calculated using (3). The calculations for STmP

and STmS
are

adapted from (2) and (13) after some augmentation.

STn+1
mP

= Bm +

⌈
qmP

.Tm + Jm +Om
MUTm

⌉
.Cm

+(qmP
− qLmP

).Cm +
∑
∀Γk∈Γ

WmP
(Γk, φk, ST

n
mP

) (22)

STn+1
mS

= Bm +

⌈
qmS

.MUTm + Jm
Tm

⌉
.Cm

+(qmS
− qLmS

).Cm +
∑
∀Γk∈Γ

WmS
(Γk, φk, ST

n
mS

) (23)

⌈
qmP

.Tm+Jm+Om

MUTm

⌉
.Cm and

⌈
qmS

.MUTm+Jm
Tm

⌉
.Cm in (22) and (23) respectively

represent the effect of self interference in a mixed message. By self interference we
mean that the periodic copy of a mixed message can be interfered by the sporadic copy
and vice versa. Since, both mmP and mmS have equal priorities, any instance of mmS

queued ahead of mmP
will contribute an extra delay to the worst-case queueing delay

experienced by mmP
. A similar argument holds in the case of mmS

. We reuse the effect
of self interference in a mixed message that we derived in [14].

The calculations for WmP
, qLmP

, qHmP
and LmP

are carried out using (6), (8), (9)
and (10) by replacing the index m with mP

respectively. Similarly, WmS
, qLmS

, qHmS

and LmP
are calculated using (6), (14), (15) and (16) by replacing the index m with

mS
respectively. Further, the calculations in (5), (7) and (11) hold intact with proper

replacement of the index variable for both mmP and mmS .

5 Automotive-application case study

In this section, we conduct the automotive case study, i.e., Steer-By-Wire (SBW) sys-
tem. The SBW system is an automotive feature that substitutes most of the mechanical
and hydraulic components with the electronic components in the steering system of the
vehicle. We adapt the SBW system from [31]. A part of the SBW system is shown in
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Controller Area Network (CAN)
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Fig. 4. Partial architecture of the steer-by-wire system

ECU m Pm ξm Tm MUTm Cm Om Jm Dm Rm

ECUS m1 1 P 10 - 1 0 1 10 3
ECUS m2 2 M 10 10 1 1 11 20 15
ECUS m3 3 S - 10 1 0 0 10 7
ECUW m4 4 P 10 - 1 0 0 10 8
ECUW m5 5 P 10 - 1 2 12 20 18

Table 1. Attributes and response times of periodic, sporadic and mixed messages in the steer-by-
wire system

Figure 4. There are two ECUs (rest of the ECUs are not shown for simplicity) that are
connected to the CAN network.

The Steering Control ECU denoted by ECUS receives input from three sensors that
correspond to the steering angle, steering torque (applied by the driver) and vehicle
speed signals. It sends three messages m1 , m2 and m3 to the network. These messages
carry information regarding steering angle, torque and feedback signals. m1 is a peri-
odic, m2 is a mixed and m3 is a sporadic message. ECUS receives the periodic mes-
sage m4 that contains information about wheel torque that is sent by the Wheel Control
ECU. Based on these inputs, it calculates the feedback steering torque and sends it to
the feedback actuator. The feedback torque actuator is responsible for producing the
turning effect of the steering which in turn produces the feeling of turning the wheels
for the driver.

Similarly, the Wheel Control ECU denoted by ECUW acquires signals from wheel
angle and wheel torque sensors. Depending upon these signals and the signals received
in the CAN message, it calculates the wheel torque, and produces actuation signals for
the wheel control actuators. Apart from m4 , it also sends a periodic message m5 to
the network. The timing attributes of all messages are shown in Table 1. We analyzed
this message set with the extended analysis. The response times calculated using the
extended analysis are also listed in Table 1. Since, the jitter of messages m2 and m5

is higher than the corresponding periods, there are several instances of these messages
present in the corresponding busy periods. For example, there are four instances of m2

that are present in the priority level-2 busy period. The extended analysis calculates
the response times of all these instances and considers maximum among them as the
worst-case response time of m2 . It should be noted that correct analysis of this message
set would not have been possible with the existing analysis because it contains a mixed
message whose jitter and deadline are greater than corresponding period.
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6 Conclusion

The existing response-time analysis of CAN does not support the analysis of mixed
messages that are scheduled with offsets and have jitter and deadlines higher than their
transmission periods. Message jitter can be higher than its period in practical systems.
We extended the existing offset-aware analysis for CAN by lifting the restrictions on
message jitter and deadline. The extended analysis provides safe upper bounds on the
response times of mixed messages that are scheduled with offsets. Mixed messages are
implemented by several higher-level protocols for CAN that are used in the automotive
industry today. The extended analysis is applicable to any higher-level protocol for CAN
that uses periodic, sporadic, and mixed transmission of messages that are scheduled
with offsets. We also conducted the automotive-application case study to demonstrate
the applicability of our analysis.

In the future, we plan to develop an optimized offset assignment method for the
systems that contain periodic as well as mixed messages. We also plan to implement
the extended analysis as a plug-in for the existing industrial tool suite the Rubus-ICE
[11].
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6. M. Nolin, J. Mäki-Turja, and K. Hänninen, “Achieving Industrial Strength Timing Predic-
tions of Embedded System Behavior,” in ESA, 2008, pp. 173–178.

7. K. Tindell, H. Hansson, and A. Wellings, “Analysing real-time communications: controller
area network (CAN),” in Real-Time Systems Symposium (RTSS) 1994, pp. 259 –263.

8. “Volcano Network Architect (VNA). Mentor Graphics,” http://www.
mentor.com/products/vnd/communication-management/vna.
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14. S. Mubeen, J. Mäki-Turja, and M. Sjödin, “Extending schedulability analysis of controller
area network (CAN) for mixed (periodic/sporadic) messages,” in 16th IEEE Conference on
Emerging Technologies and Factory Automation (ETFA), sept. 2011.
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