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Abstract

This is a proposal of the content of a licentiate degree in computer

science at M�alardalen University, Sweden. The contents of this licentiate

thesis are concerning the use of Arti�cial Intelligence (AI) for classi�ca-

tion of complex measurements. Measurements targeted in this research

have previously only been classi�ed by domain specialists. The reason for

this is the complexity of the classi�cation process. A method has been

developed to accomplish this classi�cation. The method is mainly based

on Case-Based Reasoning but uses a number of other techniques. Both

AI methods and mathematical methods are used for feature identi�ca-

tion. The system is classifying continuous non-stationary measurements,

and has the capacity to improve performance with a growing number of

solved cases. A system based on the proposed method is implemented

for a clinical application (in psychophysiological medicine)y as proof of

concept and for evaluation purposes.
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1 Introduction

Classi�cation of complex measurements is essential in many diagnostic tasks. Correct

classi�cation of measurements may in fact be the most critical part of the diagnostic

process. Diagnosing psychophysiological dysfunctions is a medical application where

measurement classi�cation is diÆcult and complex. See appendix A for further infor-

mation on psychophysiology. Physicians use sensors to measure physiological parame-

ters in order to diagnose and treat stress related psychophysiological dysfunctions. The

physicians make a manual classi�cation of the measurements before they can make a

reliable diagnosis. This is diÆcult, even for experienced physicians. A system with an

ability to automatically classify these measurements would ease the physicians work

and increase the reliability of the diagnosis, especially for less experienced physicians.

Case-based reasoning (CBR) is a concept that is recognized in medical domains and

has been applied in a number of medical diagnostic projects [28], but not for direct

classi�cation of complex sensor readings from patients, as in this research.

1.1 Case-Based Reasoning

Case-Based Reasoning [15, 18] is an Arti�cial Intelligence (AI) method, which is partly

based on cognitive psychological research. The CBR approach is psychological plausi-

ble as it has been shown in empirical studies that humans use speci�c past experience

to solve new problems [1, 6].

Figure 1: The four (Retrieve, Reuse, Retain, Revise) step Case-Based Reasoning
model, adapted from Aamodt-Plaza [1].
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CBR is based on a four step model. The four steps are Retrieve, Reuse, Revise

and Retain (see �gure 1). A CBR systems general knowledge is its previously stored

experience. Experience is stored as cases. A case represents explicit, speci�c knowl-

edge, often including a problem, the solution and the result of applying the solution.

The cases are stored in a case library. CBR uses these cases in its decision process,

hence the name Case-Based Reasoning. A new problem to solve is a partial case, it

only contain the problem part.

The retrieve part tries to �nd already stored cases that resemble the new case.

Matching techniques weight and compare the features in the cases. A search on the

matched cases is used to rank and �nd the cases with the highest similarity to the

new case, i.e. the problem. The retrieved cases plus the new case are sent to the reuse

part, as seen on the right side in �gure 1. The reuse part modi�es, combines, adapts,

etc. (if needed) the retrieved cases in order to �nd a solution to the problem, i.e. the

new case. The CBR system will then suggest the solution for an external evaluation.

The evaluator may for instance be a domain expert or another system. The solved

case is then sent to the revise part, on the condition the evaluator has not objected to

the solution (otherwise, the system returns to the retrieve part for another solution).

The solved case is then veri�ed for correctness by the revise part. If the solution is

valid, it will be presented as a con�rmed solution to the problem. The new case can be

incorporated by the system if it is interesting enough, for instance cover new problems,

or be an example of how to not solve a problem. This takes place in the retain step.

Cases may also merge, if they cover similar problem areas.

1.2 Measurement classi�cation

Classi�cation of medical measurements is often vital for a correct patient diagnosis.

Classi�cation is often a manual process made by the diagnosing physician. There are

of course exceptions, such as cancer recognition system using x-ray images as basis

for diagnoses. Classi�cation of complex measurements is not widely used in medical

systems today. To make a reliable classi�cation, interaction with the physician is

needed. Such systems are diÆcult to build.

1.3 Motivation

A diagnosis, in the �eld of psychophysiology, is based on measurements measured from

a patient. Today, physicians manually diagnose the patients. The physician diagnoses

the patient by looking for familiar features in the measurements. Since this is a rel-

atively small area in medicine, there are a limited number of experts working in this

�eld. Hence, the knowledge on how to make a diagnose is not widely known. A general

practitioner could possibly make basic diagnoses in physiological medicine if he/she

had some sort of medical support system.

An AI system with a feature searching and a reasoning system [24, 23], using these

features, would �t the requirements of an online decision support system in the �eld

of psycho physiology. Various online systems for medical classi�cation already exist.

Those systems commonly use Arti�cial Neural Networks (ANN). ANNs are very useful

if many good learning examples are available [9], which is not always the case. The

lack of examples and the fact that features may be altered or added continuously

make CBR a good candidate for a system used as a medical support system in psycho

physiological medicine. A CBR system may also transfer experience to the user by

referring to a similar successful case. This is more diÆcult for e.g. ANNs.
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1.4 Related work

One of the �rst knowledge based medical systems is MYCIN [31, 32] by Shortli�e et

al. MYCIN is a Rule-based system (RBR) which was developed in the 1970's. The

system tries to �nd treatments on blood infections. MYCIN uses a backward chaining

reasoning and heuristics to �nd a solution. The system interacts with the user of the

system through a series of questions.

PROTOS [14] was developed in the late 1980's by Bareiss et al. The system is

CBR based and diagnoses hearing disorders. PROTOS is learning like an apprentice

from an expert, or teacher. When the system makes a mistake, an expert explains the

mistake for the system like a teacher explains it for a novice.

Koton produced a system in the late 1980's called CASEY [17, 16]. Casey uses

Case-based and causal reasoning techniques together with a model based expert sys-

tem. The system deals with heart failure (cardiac disease) diagnosis. Casey makes

therapy suggestions through a matching, evaluating and adaptation process.

Fault tolerance is important in medical applications. Limitations of CBR in med-

ical systems are addressed by Schmidt and Gierl [29, 28] where they approach the

diÆcult task of case adaptation. Atzmulluer et al [2] points out the issues of handling

multiple faults, or diagnoses, in a medical system. Their solution is to decompose the

problem part of a case into several smaller ones and �nd solutions to them instead.

When the system comes up with solutions to the smaller problems they combine all

solutions to solve the original problem.

Marling and Whitehouse [22] uses what they call a master-slave architecture. Their

system is about the care of Alzheimer's disease patients. The system contains a CBR

subsystem as a method of evaluating if neuroleptic drugs are to be given. If neurolep-

tics are to be given a RBR subsystem makes the recommendations on which speci�c

drug to use.

Perner use CBR for image analysis and feature extraction [25, 26] on computed

tomography (CT) scans of the brain. The system creates abstract representations of

the images through a series of image interpretation layers [27]. The images pass feature

extraction and symbolic interpretation before they can be interpreted.

CBR imaging techniques are also used by Balaa and Traph�oner where they detect

fetal malformations [3]. They utilise ultrasonographical examinations of uteruses to

detect abnormal organs and extremities.

Jaulent et al [13] is diagnosing histopathology. A case is described with written natural

language in a standardised report for pathology. A case undergoes both semantic and

structural matches for similarity. The system has been restricted to breast tumour

diagnosis. Further reading about CBR in medical systems and their applications can

be found in [10].

1.5 Contribution

The contribution of this thesis is,

� The development of a novel method suitable for measurement classi�cation.

Traditional CBR methods are based on discrete features; the research enables the

use of CBR for classi�cation of complex analog measurements. This is important

for a number of di�erent application domains, e.g. in medical diagnosis.

� A method for feature identi�cation of analog measurements based on an interac-

tion with experts. The Program implementation uses agent based architecture

for 
exibility, where each agent is specialized on identifying speci�c features.

� The development of a hybrid system architecture using both CBR and agent

technology.
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2 Thesis outline

This section contains a sketch of the proposed contents of the licentiate thesis.

1. Introduction

An introduction to the subject and the chapters in the thesis. The introduc-

tion contains a brief explanation of Case-Based Reasoning and to the targeted

problem domain.

2. Paper summary

A summary of the papers the thesis is based on. This section will also include a

presentation of non-included papers. The non-included papers are out of scope

for this thesis.

3. Motivation

De�nition of the underlying problems and why they need to be solved. This

section will also contain what obstacles we have countered and how we solved

them.

4. Conclusions

Conclusions of the research from the included papers.

5. Related work

A discussion of related work that has been done.

6. Future work

This section will contain research topics not yet solved and list possible research

topics for a doctoral degree.

7. Papers

A section, which displays all, for this thesis, relevant papers I have written/co-

written. The papers are mainly from conferences and workshops. Technical

reports and similar work may also be included if they are suitable.

3 Time plan

A time plan for the licentiate degree. The �rst section is regarding already completed

work and the following about work that is planned or already started.

3.1 Completed work

Already completed and credited work;

� Written and published a paper on classi�cation of complex measurements using

CBR. Published at the workshop on health sciences at the ICCBR intenational

conference.

� Written and published a short paper/extended abstract on measurement classi-

�cation in medical systems. Published at the SAIS-SSLS national workshop.

� Written a technical report regarding AI in medical systems.

� Completed courses;

Research methodology for computer science and engineering (5p) ; Science plan-

ning for PhD students (5p) ; Wireless sensor technology (uncredited course) ;

Distributed realtime systems (5p) ; Autonomous robotics (5p) ; Arti�cial intel-

ligence (5p).

� A prototype on notch analysis on heart and respiratory measurements.

6



3.2 Remaining work

2003-09 Implement an Agent structure to be able to extract features from

measurements (the PAUL project), 10p.

2003-10 Take a 5p course in psycho physiological medicine.

2003-11 Take a 5p course in CBR.

2004-01 Write a paper about the evaluation of the implementation of the

feature searching Agents, 4p.

2004-02 Co-write a paper in a medical/physiological journal about the PAUL

case, 3p(analysing)+3p(writing).

2004-03 Write a paper containing the CBR part of the signal classi�cation

part of the AIM project, 4p.

2004-04 The writing and submission of the licentiate thesis, 2p.

The estimated time of the remaining work is 36 weeks.

4 Future work

Some appealing areas for further research and consequently a doctoral thesis are;

� An interactive feature searching agent system where a simple language can de-

scribe an Agent and its behaviour.

� Can we make a system that automatically make changes to and identi�es new

features from the measurements while observing the physicians behaviour? That

is to study the interaction the user (physician) has with the system.

� Is it possible to optimize the entire system down to a portable solution, like a

handheld device? What kind of portable measurement sensors do we need etc.
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Appendix

A Psychophysiology

Stress is a fuzzy and widely used word which invokes many di�erent associations.

When someone is referred to as a burnt out due to stress, it is more accurate to de-

scribe it as the individual is su�ering from a psycho physiological dysfunction. Psycho

physiology is not only about what is commonly call stressed individuals, it can for

instance also incorporate torture victims having nightmares and anxiety attacks many
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years after they recuperated physically. Psycho physiology is about taking back physi-

ological control of the body through psychological sessions combined with physiological

exercises.

When reading this document we will talk about the di�erent systems within the

Autonomic Nervous System (ANS), a good way is to visualise it as the �ght or


ight responses remaining from when man lived in caves. We will introduce two (out

of three) parts of the ANS, the sympathetic and the parasympathetic nervous systems.

The third part is the enteric nervous system.

A.1 Heart rate variability

Heart rate variability (HRV) [21, 5] can be view as the natural variability of the

frequency of the heartbeat, or the hearts interbeat interval. HRV is often used to

measure the balance between the sympathetic and the parasympathetic system [30],

a part of the autonomic nervous system (ANS). The lower frequencies (LF,VLF and

ULF) 1 houses the sympathetic part of the ANS which is an side e�ect of a weaker vagal

tone/signal from the vagus nerve. The level of the vagal tone decides the activity level

of the parasympathetic system. The parasympathetic system increases on a higher

vagal tone. The vagus nerve becomes inhibited during an inhalation; this causes an

increased sympathetic part in the sympathetic/parasympathetic balance causing an

increase in the Heartrate (HR). There are also other biological systems at work

in lower frequency bands than the sympathetic system, for instance changes in body

temperature during the diurnal rhythm [4]. In contrast, the high frequency variability

(in the HF band, see section A.1.2) is only created by the parasympathetic system,

but an important note is that the parasympathetic system is also at work in the lower

frequencies. Sometimes we can isolate parasympathetic RR activity in the LF band,

one such case is when someone is performing pacing. Pacing is a technique where a

man do controlled breaths, if the Respiratory Rate (RR) is directed towards 0.1Hz

a synergetic e�ect appears between the sympathetic and the parasympathetic system

[20]. The RR is basically a measurement of the breath to breath interval and are

normally calculated from Carbon dioxide (CO2) level measurements.

A.1.1 Quanti�cation

There exist a couple of methods to calculate, or more accurate, estimate the HRV.

� A common way is to compute a frequency spectrum analysis [21, 8]. There

are numerous ways to compute the spectrum. What technique to use, is often

application dependant. Fast Fourier Transformations (FFT) [12, 33] or similar

techniques is often suÆcient. But if we want a more accurate computation or

a more detailed resolution on when and where di�erent frequencies occur in

time, a wavelet [7, 12, 33, 34] transformation is sometimes required. Wavelets

use a dynamic function window instead of the static one in a discrete/short-

time Fourier transformation. The function window expands in the time domain

during lower frequencies while investigating the frequency domain closer, see [7]

for further details.

� A HRV analysis can be achieved without a spectral analysis. The HRV is cal-

culated directly in the time domain by either (A) Statistical methods or (B)

Geometrical methods.

A Statistical methods is more often used on measurements recorded from longer

time periods, normally 24h [21]. HRV are calculated by either measuring the

Normal-to-Normal (NN) heartbeat interval or the di�erences in the NN interval.

There exist a couple of statistical methods, but they are basically the same since

1See section A.1.2 for an explanation of the frequency bands.
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they are all based on standard derivations of the NN.

B Sample density distributions are used in geometric pattern methods. Cal-

culations on NN histograms are a common ground for the geometric methods.

They can for instance be interpolated by geometrical shapes or be mathematical

equations. 24h recording periods are recommended for the geometrical methods.

A.1.2 Frequency bands in the HRV

Following subdivisions of the frequency bands are relevant for the HRV:

� 0.15Hz-0.4Hz is the High Frequency (HF) band. HF is only a�ected by the

parasympathetic system.

� In the Low Frequency (LF) band, at 0.04Hz-0.15Hz, we can �nd both the

sympathetic and the parasympathetic system at work.

� At 0.003Hz-0.04Hz we have the Very Low Frequency (VLF) frequencies,

whom are a good way to record changes in the diurnal rhythm. The parasym-

pathetic has a lesser interference at these low frequencies.

� And �nally at lower frequencies than 0.003Hz, we got theUltra Low Frequeny

(ULF) band. To accurately detect VLF and ULF we need a 24h recording

period instead of the 5 minute recommended in [21].

A.2 Respiratory sinus arrhythmia

Respiratory Sinus Arrhythmia (RSA) [11, 8, 20, 19] is often referred to as a

non-invasive index of parasympathetic cardiac control [11]. The RSA is a form of high

frequency variability found in the HR. RSA is an e�ect of the ever-changing state

of the vagal tone caused by, among other things, the pulmonary system. The vagal

tone changes for instance on a stroke of breath. RSA can be quanti�ed with similar

methods as used in quantifying the HRV. Quanti�cation techniques are described in

section A.1.1.

A.2.1 Quanti�cation

Since RSA is closely connected to the HR, quanti�cation techniques resemble those

used on HRV. Nevertheless, there exist di�erences, since estimations uses the heart

period variability [8, 11] to quantify the RSA some contamination from non respiratory

related heart rate variations may occur. On the other hand, the spectral and statistical

analyses seems to be both equally in
uenced by those interferences [11]. This implies

choosing methods for RSA estimations is application dependant rather than method

dependant.

A.3 Biofeedback

Biofeedback (BF) training [36, 5, 20, 19] is often used as a treatment method to

conquer post traumatic stress, burnout syndromes and other psycho physiological dys-

functions. The biofeedback methods for psycho physiological dysfunctions are usually

about respiration control. Other methods of treatments include relaxation and breath-

ing techniques combined with regular exercise [35].
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