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Abstract 

Nowadays systems are becoming more and more 
connected. Consequently, the co-engineering of 
(cyber)security and safety life cycles becomes 
paramount. Currently, no standard provides a structured 
co-engineering process to facilitate the communication 
between safety and security engineers. In this paper, we 
propose a process for co-engineering safety and security 
by the explicit systematization and management of 
commonalities and variabilities, implicitly stated in the 
requirements of the different standards. Our process 
treats the safety and security life cycles as members of a 
security-informed safety-oriented process line and so it 
forces safety and security engineers to come together and 
brainstorm on what might be considered a commonality 
and what might be considered a variability. We illustrate 
the usage of our process by systematizing commonalities 
and variabilities at risk analysis phase in the context of 
ISO 26262 and SAE J3061. We then draw lessons learnt. 
Finally, we sketch some directions for future work. 

Keywords: Security-informed Safety, ISO 26262, 
SAE J3061, Security-informed Safety-oriented Process 
Line Engineering (SiSoPLE), HARA, TARA 

1   Introduction  

Nowadays, systems are becoming more and more connected 

and offer advanced functionalities. In the automotive domain, 

for instance, with the advent of Vehicle to Vehicle (V2V), 

Vehicle to Infrastructure (V2I), and even vehicle to cloud 

(V2C) communication, road vehicles are playing an active and 

major role within the Internet of Things (IoT), offering new 

communication-centred functionalities aimed at increasing 

safety by e.g., decongesting traffic via roadworks-related 

communication. However, connectivity may threaten safety, 

due to numerous security threats, which, as recently surveyed 

by ENISA [3], are emerging. 

Consequently, the co-engineering of (cyber)security and safety 

life cycles becomes paramount. Currently, no standard 

provides a structured co-engineering process to facilitate the 

communication between safety and cybersecurity engineers. 

ISO 26262 [5] introduces a standardized safety life cycle, 

which needs to be complemented by requirements stemming 

from cybersecurity standards (e.g. the upcoming cybersecurity 

standard ISO/ SAE 21434 [6]) and/or guidelines (e.g. 

SAE J3061 [8]). SAE J3061 is the only published guidebook 

that provides suggestions for considering both concerns. 

Specifically, SAE J3061 proposes a life cycle for handling 

cybersecurity which is based on the ISO 26262 safety 

lifecycle. The reason for this analogous life cycle is to allow 

organizations with safety processes based on ISO 26262 to use 

a common framework for cybersecurity and safety to 

facilitate the development of a tailored cybersecurity process 

by capitalizing on aspects of an organization’s existing safety 

process that are common to both cybersecurity and safety, for 

example, the supporting process procedures and templates. 

Thus, the co-engineering of safety and (cyber)security life 

cycles and, more broadly, the co-engineering of different 

mono-concern life cycles can be facilitated by the explicit 

systematization and management of commonalities and 

variabilities, implicitly stated in the requirements of the 

different standards. This leads to the engineering of a Security-

informed Safety-oriented Process Line (SiSoPL) [13]. 

In this paper, we extend our initial thoughts published in [16], 

[29]  and we engineer an automotive SiSoPL by using the tool-

chain constituted of Eclipse Process Framework Composer 

(EPF-C) [33]. EPF-C permits users to engineer processes in 

compliance with a SPEM (Software & Systems Process 

Engineering Metamodel) 2.0-like language [30], and BVR 

Tool [31], which permits users to orthogonally manage 

variability at process level in compliance with the Base 

Variability Resolution (BVR) language [18]. The toolchain 

(shown in [21]) obtained via the integration between EPF-C 

and BVR Tool is part of the AMASS tool platform, delivered 

by the AMASS project [1], [26], [28], [29] and hosted by 
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OpenCert [32]. The engineered SiSoPL embraces the 

automotive regulations comprising ISO 26262 and SAE J3061 

and focuses on the risk analysis phase, as initially done in [12], 

where the automotive Security-informed Safety terminological 

framework for retrieving the implicit commonalities was 

proposed. Finally, from our engineered SiSoPL, we derive a 

single security-informed safety-oriented process targeting the 

security-informed safety concept of a car2car communication 

management unit. 

The rest of the paper is organized as follows. In Section 2, we 

recall essential background. In Section 3, we clearly state the 

problem. In Section 4, we explain our methodology for SiSoPL 

engineering. In Section 5, we apply our methodology and 

report about our lessons learned. Finally, in Section 6, we draw 

our concluding remarks and sketch future work. 

2   Background and related work 

In this section, we present the background information on 

which we base our work. 

2.1   Relevant safety and cybersecurity standards 

In this sub-section, we provide an overview about the 

standards for functional safety and cybersecurity targeting 

non-autonomous road vehicles.  

ISO 26262 [5] is the automotive functional safety standard 

(first release 2011). It describes a safety life cycle for the 

development of safety-related automotive systems with the 

purpose of guaranteeing absence of unreasonable risk due to 

hazards caused by malfunctioning behaviour of 

electrical/electronic systems. The scope in edition 2018 has 

been extended from passenger cars to further road vehicles. 

Now it also deals with trucks, busses and motorcycles. 

ISO 26262 provides an informative guideline on “potential 

interaction of functional safety with cybersecurity”. 

The life cycle is structured into phases. The first phase, called 

the concept phase, starts with the item definition, i.e., a 

description of the system with regard to its functionality, 

interfaces, environment, etc. Once the item is defined, the 

HARA (Hazard Analysis and Risk Assessment) is performed 

to identify/categorize/evaluate hazardous events, i.e., the 

combination of hazard (potential source of harm) and 

operational situations (scenarios that can occur during 

vehicle’s life). Harm is defined as the physical injury or 

damage to the health of persons. To minimize harm, 

unreasonable risk has to be reduced. To support risk 

evaluation, ISO 26262 has introduced the notion of 

Automotive Safety Integrity Level (ASIL), which can assume 

one out of five values, ranging from negligible QM and ASIL 

A to ASIL D, where D represents the most stringent level. An 

ASIL is assigned based on the severity, the exposure, and the 

controllability of the hazardous event. The assignment of the 

ASIL constrains the stringency of the following activities 

within the safety life cycle. Another parameter used to 

influence the stringency is the recommendation level (neutral, 

recommended, highly recommended), abbreviated as RecL, 

which is typically assigned in conjunction with the ASIL to 

provide guidance on method application. 

The result of the concept phase is the functional safety concept, 

represented by the set of safety goals (top-level safety 

requirements) derived from the HARA findings. 

SAE J3061 [8] provides high level guiding principles for 

cybersecurity for the complete engineering life cycle. It 

proposes more concrete communication paths between 

functional safety and cybersecurity engineering. 

The cybersecurity life cycle initiates at the concept phase with 

the feature (i.e., system) definition in which the scope of the 

feature is specified with respect to physical boundaries, 

cybersecurity perimeter, and trust boundaries of the feature. 

After that, TARA (Threat Analysis and Risk Assessment) is 

performed. TARA is an analysis technique applied to identify 

potential threats to a feature and to assess the risk associated 

with the identified threats. Cybersecurity goals are derived and 

formulated for each of the highest risk potential threats 

documented in the TARA. SAE J3061 does not introduce a 

specific notion for cybersecurity level. However, it outlines a 

sampling of security analysis methods for performing the 

TARA such as the method used by the E-Safety Vehicle 

Intrusion Protected Applications (EVITA) program, the 

Threat, Vulnerabilities, and implementation Risks Analysis 

(TVRA) method, the Operationally Critical Threat, Asset, and 

Vulnerability Evaluation (OCTAVE) method, and the 

HEAling Vulnerabilities to ENhance Software Security and 

Safety (HEAVENS) method and attack tree information. 

These methods propose possible security levels. 

ISO/SAE 21434 defines requirements related to cybersecurity 

risk management for road vehicles that include electrical and 

electronic (E/E) systems. A joint working group of ISO and 

SAE experts develop ISO/SAE 21434. It will replace 

SAE J3061 and provides a framework, which supports the 

establishment of a cybersecurity culture during the complete 

product life cycle. Since cybersecurity risks can increase 

during the products lifetime it demands a management system, 

which is able to monitor changes in the threat landscape, 

vulnerabilities, etc. and provide updates from postproduction 

until decommissioning. 

The standard recommends the definition of specific metrics for 

process rigour and risk level. In the presented approach the 

SecRL (Security Risk Level) has been defined to quantify risk 

and to perform variability management. In general, different 

security risk levels are needed for different attributes (privacy, 

operational, financial, safety). The paper at hand only deals 

with a risk level for functional safety. The standard is currently 

under development. The expected date of publishing is Q4 

2020. 
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In addition, standards demand an established engineering 

process according to state of the art automotive quality 

standards (e.g. ASPICE, CMMI, IATF 16949). 

2.2   Co-engineering life cycle for safety and security 

In this subsection, we recall the method for co-engineering 

used in the core of this paper. 

Security-informed Safety-oriented Process Line 

Engineering (SiSoPLE) [13] is a co-engineering method, 

which represents the extension of SoPLE, Safety-oriented 

Process Line Engineering [14], [15]. Similar to SoPLE, 

SiSoPLE consists of a two-phase method for engineering 

families of safety life cycles/processes. The first phase is 

aimed at engineering the domain from a process perspective 

i.e., identifying and systematizing process-related 

commonalities and variabilities, focusing on security-

informed safety-related commonalities and variabilities, in 

order to concurrently engineer a set of processes. The second 

phase is aimed at deriving single processes via selection and 

composition of commonalities and variabilities. From a tooling 

perspective, SiSoPLE as well as SoPLE can be supported by 

the integration between EPF Composer, recently re-brought to 

life [20], and BVR Tool [31]. This integration was 

qualitatively evaluated as promising in [11] and its 

implementation was presented in [20]. To make the paper self-

contained, we recall basic information regarding EPF 

Composer and BVR Tool. 

EPF Composer implements a metamodel which exhibit a 

satisfactory overlapping with the SPEM (Software & Systems 

Process Engineering Metamodel) 2.0 language [30]. EPF 

Composer enables authoring, tailoring and deploying 

engineering life cycles and processes. This means that process 

structures containing all necessary process elements (e.g., 

activities, tasks, roles, work products, etc.) can be specified. 

The BVR Tool implements the BVR (Base Variability 

Resolution) [18] language, built on top of CVL (Common 

Variability Language) [19] enable variability modelling in the 

context of the engineering of families of safety-critical 

systems. BVR enables orthogonal variability management for 

any model (called Base model), instance of a Meta-Object 

Facility (MOF)-compliant metamodel. Via the BVR Tool, 

variability engineers create three kinds of models: 

VSpec models specify Feature-Oriented Domain Analysis 

(FODA) [22] -like models. To specify cross-branches 

constraints, which limit inclusion/exclusion within a subtree 

based on choices on other subtrees, Basic Constraint Language 

(BCL) is used. 

Resolution models define the desired inclusion/exclusion 

choices for the specific configuration/resolution.  

Realization models specify the placement fragments (i.e., sets 

of elements forming conceptual holes in a base model, which 

may be replaced by replacement fragments) and replacements 

within the fragment substitutions. A Fragment substitution is 

an operation that, if executed, substitutes a model fragment 

(placement fragment) with another (replacement fragment).  

2.3   Safety and security co-analysis 

In this subsection, we recall the method for co-analysis used in 

the core of this paper.  

EVITA [4] is used to quantify the risk of potential 

cyberattacks. A risk level is derived based on "attack 

potential", "attack probability", "severity" and 

"controllability". It is a criterion that indicates the risk that 

functional safety can possibly be levered out by an attacker in 

certain circumstances. 

Based on HARA in [24] SAHARA (Security-Aware Hazard 

Analysis and Risk Assessment) was introduced. It combines 

HARA from the safety and the STRIDE approach from the 

security domain. The intention of SAHARA is to identify 

security issues which can have an impact to safety concepts on 

system level. It also considers impacts which can occur 

because of safety issues. 

FMVEA (Failure Mode, Vulnerabilities and Effect Analysis), 

[27], extends the FMEA and performs a combined safety and 

security analysis. It considers threat modes and failure modes. 

Threat modes describe possible ways how the security attribute 

of a component may fail caused by vulnerabilities. FMVEA 

determines the probability of a threat mode based on identified 

attack scenarios and vulnerabilities. 

In [23] the relationship between HARA and TARA was 

investigated with regard to a joint assurance case. 

3   Problem statement 

Since vehicles provide highly interconnected system functions 

realized in software, the systems are no longer isolated. They 

become cyber-physical and cybersecurity has to be part of the 

centre of interest. Existing safety-related processes have to be 

expanded with methods like threat analysis and risk 

assessment and attack tree analysis.  

An important aspect is the identification of relationships 

between cybersecurity and safety because freedom of 

interference has to be guaranteed. It is possible that security 

threats have impact to safety, if safety functions are 

implemented in software. Whereas safety deals with hazards 

and mishaps cybersecurity addresses threats resulting from 

malicious intent from external to the E/E system. 

The methodology described in the next chapter is intended to 

identify all possible ways how functional safety may be 

violated in the different development lifecycle phases. In a 

combined process cybersecurity and safety risks will be 

identified jointly. In this context it has to be considered that 

there are risks which are only related to safety issues (e.g. 

hardware failure) and risks which are only related to 

cybersecurity (e.g. attackers want to capture personal data). 

Cybersecurity risks without safety relation will be possibly 
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identified but they are out of scope from the perspective of the 

paper at hand. 

Based on analogies between safety and cybersecurity it is 

useful to define processes, which are integrating both topics. 

An integrated point of view is necessary because joint safety 

and security analysis will lead to measures, which have the 

objective to mitigate identified risks, which can be caused by 

both disciplines. 

In the initial situation process developers have to work with 

standards which describe separated topics. Engineering teams 

in companies need an integrated development process which 

deals with quality, safety and security on different levels for 

different projects. Process developers have to harmonize 

several standards in their processes and provide evidence to all 

engineering areas. 

Highly connected vehicles need a process to track the security 

status during the whole lifetime because previously unknown 

attacks may have the opportunity to compromise functional 

safety. 

4   Methodology to define a process flow 

To define a joint safety and security process, based on 

available but separated processes, it is necessary to have a 

systematic procedure to identify commonalities and 

variabilities. The proposed way is to use SiSoPLE, which is 

able to define joint processes. This chapter describes the 

development of two independent standard compliant processes 

for safety and security. These processes are the base for 

variants with project specific ASIL, SecRL and quality. The 

safety and security co-analysis delivers ASIL and SecRL, 

which are parameters for the variability management. The 

underlying workflow is illustrated in Figure 1. 

Activities in cross concern applications, which have to be 

executed in any case, are called safety security co-engineering 

activities (instead of the single concern "commonality"). This 

term definition allows the extension of indicated activities, 

because it is the intention to "maximize" co-engineering 

activities and reduce variabilities if it is possible. Co-

engineering capable methods can deal with both areas and they 

do not need to be a commonality in a strict sense. In this 

generalized view, it is sufficient that the methods head to the 

same goal. 

4.1   Standard selection 

The first step to create a process is to define which 

requirements it must fulfil. At least standards, which are 

demanded by legislator and customers, have to be considered. 

4.2   Process modelling 

The base process and the related model contain all activities, 

which can possibly be part of the development process and are 

directly related to the underlying standards. This means that all 

activities which may be needed for any ASIL and any SecRL 

are modelled. Later on, company specific activities and 

realisations will be added in the process definition step. 

Finally, for all concerns process models (mono concern 

models) are available. They are the basis for the following 

variability management. 

4.3   Safety and security co-analysis 

As recalled in Section 2.1, safety and security co-analysis is an 

important step in the concept phase, which has major impact 

to the following engineering activities. The described approach 

uses the resulting ASIL and SecRL as parameters to manage 

variability and define the co-engineering process. 

Co-analysis in the concept phase has to make sure that 

interaction between different concerns is considered, because 

it should ensure that cybersecurity issues are considered as 

well as safety. The approach should guarantee that any 

additional potential hazards will be identified, which would 

stay undiscovered if only one discipline is examined in an 

isolated way. HARA and TARA must be performed in parallel 

but interweaved and consider potential dependencies between 

safety and security. The management of interaction between 

safety and security in an assessment is addressed in specific 

research papers (see section 2). 

Identification of hazards and potential causes is an 

indispensable prerequisite for a safe and secure system. 

Hazards and threats from both areas need to be identified 

because unknown issues can lead to unsafe control actions, 

independent whether the cause is related to a hardware fault 

(classic safety-oriented view) or to a security issue. The goal 

is to define measures that are appropriate to mitigate any 

identified risks. To make sure that measures from competitive 

disciplines do not influence each other in a non-admissible 

way, a trade-off in the risk reduction measures has to be 

Figure 1 Workflow for safety-security co-engineering process 
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considered. The impact of each single safety and security 

measure needs an evaluation to find a balance. 

Finally, arguments have to be collected in the assurance case, 

which covers the integrated and harmonized safety and 

security case, to show that the implemented measures are 

conform with underlying standards. 

4.4   Variability management 

Variability management is based on the defined ASIL and 

SecRL parameter set (see Figure 2). These two parameters 

have a major impact to the extent of the minimum required 

process activities. Tailoring of the base processes to a project 

specific multi-concern process means that unneeded activities 

are removed, and new project specific activities are added. 

Standards or company specific regulations demand for the 

application of a defined set of methods for a particular ASIL 

or SecRL. The development process must deal with variability 

because ASIL and SecRL varies for different items and in 

different projects. 

BVR provides a mechanism to change activities and methods 

for various items according to different parameter sets. This 

feature is implemented by the usage of choices and constraints 

in the VSpec and the Resolution diagram (see Figure 3) of the 

BVR tool. The procedure how to build a process model and 

how BVR works in detail is described in the case study and in 

chapter “Management of families/lines” in Deliverable 6.3 [2]. 

An important feature that allows compliance checking is the 

verification function of the BVR Tool. This function uses 

constraints to evaluate the process model to make sure that it 

is compliant with the underlying standards. If the constraints 

are defined (this work is done only once) BVR can verify the 

model and all its alternative variants to identify modelling 

mistakes, which prevent a model from being standard 

compliant. 

4.5   Definition of joint process 

Process designers can use the parametrized model as starting 

point to integrate company and project specific requirements 

to get the joint process that implies demanded quality aspects 

and provides the wanted level of safety and security. 

5   Case study 

In this section, we report about the case study. More 

specifically, we illustrate the application of our approach, 

focusing on the concept phase, to a collaborative security and 

safety-critical system. 

5.1   System and scenario description 

The case study uses a fleet of autonomous (model) cars that 

communicate at runtime via car2car communication to form a 

platoon (the interested reader may refer to the AMASS 

Deliverable 1.6 [2] for further details). The fleet constitutes a 

safety- and security-critical system of systems. The focus is on 

safety and security aspects of the radio connection, which is 

enabled by the car2car communication management unit. 

Precisely, the scenario in focus is as follows: an attacker 

threatens the fleet’s integrity by adding unauthorised code to 

the communication manager unit. The execution of this code 

increases the CPU load to a forbidden level. As result the 

communication breaks down and the platooning function is not 

any longer available (hazardous event). In a real life scenario 

this hazardous event may cause harm to people. 

Thus, in our scenario, the communication management unit 

loses its functionality (safety issue) triggered by a 

cybersecurity attack. Once the cybersecurity issue is identified, 

the software must be updated and also the hazard analysis 

needs a reverification to guarantee that it is still valid. 

Engineers have to check that there are no unwanted side-

effects of the security update on any safety aspects. 

5.2   Objectives 

The objective of the case study is the definition and evaluation 

of a joint process for co-engineering safety and cybersecurity.  

5.3   Application of process flow 

For the cybersecurity- and safety-critical system under 

consideration, ISO 26262 and SAE J3061 are identified as 

relevant. Then, the process modelling in EPF-C begins. The 

Figure 2 Variability management based on parameters [2] 

Figure 3 BVR Resolution diagram 

Ada Letters, December 2019 45 Volume XXXIX, Volume 2



 

obtained process model is a direct representation of the 

underlying standards and contains all addressed activities. It is 

called base model and is used to perform process tailoring, 

where unwanted activities are removed and new project 

specific ones are added. 

According to the concept phase of ISO 26262, item definition 

and HARA needs to be performed. SAE J3061 demands a 

feature definition and a security analysis. In the system under 

consideration a combined hazard and threat analysis was 

performed with the tool ANSYS medini analyze [1]. The 

analysis was done using EVITA, which is one of the supported 

methods. The outcome was ASIL=B related to functional 

safety and SecRL=4 related to cybersecurity. ASIL B demands 

a minimal set of activities to achieve compliance with 

ISO 26262 and leads to safety measures to undercut the 

allowed failure rate. 

Currently, standards do not define strict process requirements 

for (cyber)security, but it is demanded to have a defined 

process and a consistent line of arguments, when the product 

is brought to the market. Based on the standard compliant 

minimal set and the project specific requirements, the process 

variability management via the BVR Tool is started. As 

recalled in the background section, this requires the creation of 

three models: VSpec, Resolution, and Realization.  

Our created VSpec model focuses on activities that vary 

in relation to ASIL and SecRL. Alternatives (XOR relation) 

and optionality (0/1) are also specified in the VSpec model. 

Once the VSpec is created, we can generate the Resolution 

model, as shown in Figure 3. Having set ASIL=B and 

SecRL=4, we are able to resolve the variability within our 

resolution model by choosing the appropriate features, where 

the variability parameters ASIL and SecRL decide whether 

process activities and specific methods have to be executed or 

not. More precisely, we assign "true" xor "false" to each 

activity of the model to define the process model, which will 

only include the features with true-value assignment and 

constraints satisfaction. Constraints make sure that all 

necessary activities are part of the model. They use logic 

operations to link elements. In the example shown in Figure 3 

"(CC or D) implies PP” means that if ASIL C or D is selected 

also PP (++) has to be selected to receive a valid validation 

result. Once constraints are defined, they can be evaluated as 

often as needed if the BVR-function "Validate" is selected. If 

the validation is "true" the created model complies with the 

defined constraints and the requirements of the underlying 

standard. 

Finally, we are ready to create the realization model, where the 

binding between the abstract representation of the desired/re-

configured/resolved process, representing the joint process, 

and the concrete representation, expected to be rendered by 

EPF-C, is specified via a set of substitution rules. 

In the realization model, partly shown in Figure 4, we specify 

that FTA, shown in Figure 3, shall be removed because it is a 

deductive analysis method, which is not highly recommended 

for ASIL B. Specifically, placement (FTA) and replacement 

(null) are specified. 

Since FMEA is required for all ASILs, no substitution is 

included. Similar considerations are valid for FMVEA.  

When the process and possible substitutions are 

executed/realized, the final process model is exported to an 

EPF-C processable XMI format. The tailored and standard 

compliant model is now available in EPF-C. BVR Tool 

supports variability management and makes sure that all 

relevant activities and methods are part of the final model.  

In our elaborated joint process model, FMEA is used in 

combination with FMVEA to perform a joint safety and 

security analysis to specify requirements for functional safety 

and cybersecurity. 

5.4   Discussion and lessons learned 

Besides safety issues the joint process has to cover security 

aspects as well. The behaviour of security issues is different to 

safety. From the safety point of view, it is sufficient to analyse 

the item and implement measures which make sure that the 

intended ASIL will be achieved. If no safety issue has been 

missed, developers can assume that implemented ASIL is valid 

without a time limit. From the security point of view the 

situation is different because malicious attacks have to be 

considered. In the example above, the communication 

management unit has lost its functionality (safety issue) 

triggered by a cybersecurity attack. It is also important to 

investigate the possibility that safety issues enable attackers to 

find new attack paths. SAHARA is a methodology which is 

able to support an analysis towards this direction. 

The SecRL covers only the risk but it is not an adequate metric 

for process rigour and the related engineering effort. Process 

rigour might be a key indicator used as argument that during 

the engineering phase a sufficient combination of activities has 

been taken into account. 

Metrics are not covered in normative parts of the security 

standards. Therefore, developers have to define some kind of 

process specific process rigour. Discussions to develop a 

Figure 4 BVR Realization diagram 
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framework concerning a cybersecurity assurance level is 

ongoing in standardisation working groups. 

ISO 26262 demands processes to maintain functional safety 

during operation. Related to this requirement, a field 

monitoring and update procedure has to be available in the 

development process to ensure functional safety until 

decommissioning. Safety and especially security monitoring 

increase the effort, but it is absolutely essential with regard to 

automated driving functions. 

Determination of risk in the early phases (e.g. TARA in 

concept phase) is based on parameters which will change 

during the development phase because “public” tools and 

methodologies to perform attacks will be improved and can 

influence parameters in the analysis. Regular updates of the 

threat analysis have to be planned (e.g. once a year) to check 

the validity of assumptions. A sole threat assessment before 

SOP is not sufficient in all cases because new attack paths may 

be developed.  

In particular, the phase starting with post-production until 

decommissioning is very important for the security 

engineering life cycle. Cybersecurity monitoring during the 

use of items in the field will bring up information about new 

threats and vulnerabilities which are basis for a response plan.   

6   Conclusion and future work 

In this paper, we proposed a process for co-engineering safety 

and security by the explicit systematization and management 

of commonalities and variabilities, implicitly stated in the 

requirements of the different standards. Our process treats the 

safety and security life cycles as members of a security-

informed safety-oriented process line. It forces safety and 

security engineers to come together and brainstorm on what 

might be considered a commonality and what might be 

considered a variability. We illustrated the usage of our 

process by systematizing commonalities and variabilities at 

risk analysis phase in the context of ISO 26262 for functional 

safety and SAE J3061 for cybersecurity. We obtained a 

SiSoPL from which we derived the intended process for co-

engineering and our lesson learned. However, cybersecurity is 

an ongoing development towards ISO/SAE 21434, which will 

extend the process with new activities and steps. While 

functional safety is more stable there are also developments to 

extend the consideration from functional safety towards Safety 

Of The Intended Functionality (SOTIF) [7]. SOTIF describes 

a situation where hazards can be caused by insufficient 

performance or insufficient knowledge about the later 

environment. In a similar direction UL4600 [10] goes towards 

a guidance document regarding the evaluation of automated 

driving. A focus is here also on the reduction of unknowns, e.g. 

a process to generate understanding about the later 

environment and potential scenarios for complex systems. 

Recent examples and the new research on adversarial images 

[25] show that security is also an important consideration for 

safety of the intended functionality. For such systems, a life 

cycle targeting the co-engineering of safety and cybersecurity 

needs to consider the potential adversarial impact on the 

environment of an automated system. Thus, the extension of 

our SiSoPL, considering the interplay of the different and 

relevant standards and guidance within the automotive 

domain, constitutes part of our future work. We also aim at 

quantitatively evaluating the tailoring enabled by our SiSoPL, 

as done in [17], within the space domain. 
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