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Abstract— Long Short-Term Memory (LSTM) is one of the 

most popular and effective Recurrent Neural Network (RNN) 

models used for sequence learning in applications such as ECG 

signal classification. Complex LSTMs could hardly be deployed 

on resource-limited bio-medical wearable devices due to the 

huge amount of computations and memory requirements. 

Binary LSTMs are introduced to cope with this problem. 

However, naive binarization leads to significant accuracy loss in 

ECG classification. In this paper, we propose an efficient LSTM 

cell along with a novel hardware architecture for ECG 

classification. By deploying 5-level binarized inputs and just 1-

level binarization for weights, output, and in-memory cell 

activations, the delay of one LSTM cell operation is reduced 50x 

with about 0.004% accuracy loss in comparison with full 

precision design of ECG classification.  

Keywords—Long Short -Term Memory (LSTM), Wearable 

Devices, Electrocardiogram (ECG) Signal Classification.  

I. INTRODUCTION  

Cardiovascular diseases (CVDs) such as myocardial 
infarction, cardiomyopathy and myocarditis are the leading 
causes of death in the world. Myocardial Infarction (MI) is 
among the most important CVDs and early detection of 
myocardial infarction are of great significance, which can 
ensure the life safety of patients. Electrocardiogram (ECG) is 
the most commonly detection tools, and it is spontaneous to 
detect myocardial infarction using ECG with artificial 
intelligence method. Wearable devices provide a platform for 
continuous monitoring of patients’ heartbeats in daily life [1]. 
Our approach is to locally execute the ECG classification 
algorithm on patients’ personal wearable devices. Local 
execution allows for continuous operation regardless of the 
network speed and availability. In addition, it allows data to 
stay on the wearable device and hence avoids privacy issues 
of cloud assisted processing. Continuous monitoring on 
wearable devices require the automated ECG classification 
algorithm to be both accurate and light-weight at the same 
time. This forms our main focus in this work. Different 
methods to detect and locate myocardial infarction have been 
widely employed. Most of the literatures were based on the 
procedure including the feature extraction, feature 
dimensionality and classification. Support vector machine 
(SVM) [2], Naive Bayes (NB) [3], and other machine learning 
(ML) techniques have been widely adopted as the 
classification methods.  

To extract the features automatically and increase the 
heartbeat classification accuracy, deep-learning based 
algorithms have recently been proposed [4]–[7]. Deep 
learning-based algorithms, including deep Convolutional 
Neural Networks (CNNs) [8][9][10] and Recurrent Neural 
Networks (RNNs) [11][12][13], have recently been proposed 
to increase the heart signal classification accuracy. One of the 

most popular and effective RNN models used for sequence 
learning is called Long Short-Term Memory (LSTM) [14]. 
LSTM is designed to model the long-range dependencies and 
has achieved remarkable success in various applications on 
sequence data because of its memory and gate mechanism. 
However, high accuracy comes at the cost of high 
computation, and more storage and memory bandwidth 
requirements. These requirements make deployment of high 
accurate networks challenging, especially for resource-limited 
platforms such as portable devices. Compared to feed-forward 
Neural Networks (such as CNNs), RNN deployment has more 
challenges as it requires keeping the state between processing 
steps. As a result, multi-core general-purpose computing 
platforms may be inefficient for implementing RNN 
algorithms. This paper focuses on the ECG classification 
algorithm based on the LSTM networks.  

To accelerate the inference of LSTMs on resource-limited 
wearable devices, many techniques have been presented in the 
literature. [15] and [16] propose techniques for pruning weight 
to reduce the computation. Quantization techniques as one of 
the most popular and efficient techniques are deployed to 
reduce not only the massive amount of computations but also 
memory storage and access in neural networks [17][18]. 
Binarization is the most extreme approach of the quantization 
model that constrains weights and/or inputs to +1 or -1 values 
represented by a single 1 or 0 bit, respectively. Binarized 
neural network (BNN) eliminates most of the multiply-
accumulate (MAC) operations, and hence computations are 
remarkably reduced [19][20]. Therefore, they are extremely 
suitable for real-time and resource-limited embedded and 
wearable devices. However, deploying the conventional BNN 
model to some kind of datasets such as ECG leads to 
remarkable accuracy loss. In this work, our effort is to cope 
with the accuracy loss while reducing computation 
complexity and memory storage. To the best of our 
knowledge, our proposed method is the first effort to fully 
binarize LSTM for ECG classification with remarkable yield 
in complexity reduction. Our focus is on multi-level 
binarization of LSTM cells in each time step, for all weights, 
inputs, internal parameters, and outputs of the activation 
functions.  
In this paper, we propose ELC-ECG, a compute optimized 
LSTM cell for ECG signal classification along with a novel 
hardware architecture for LSTMs, as an efficient solution to 
address the problem of high-performance LSTM deployment 
in resource-limited platforms. Based on the binarization of all 
parameters, we propose an XNOR based multiplier for 
performing matrix and point-wise multiplications.  Our 
proposed method significantly reduces computations and 
delays yet with a negligible accuracy loss compared to the 
conventional LSTM cell for ECG classification. At the 
hardware level, our system consists of an efficient hardware 



architecture that exploits the inherent parallelism of the LSTM 
and is parametrized with respect to the level of binarization. 
By optimizing the level of binarization, the proposed 
architecture generates a system tailored to the target 
application, the available hardware resources, and the 
computation time constraints. The paper is structured as 
follows: In Section II, we briefly overview related work. 
Section III presents a background on the LSTM. Our proposed 
method is discussed in Section IV. Section V presents the 
experimental results. Finally, Section VI concludes the paper. 

II. RELATED WORK 

      Different types of neural networks such as CNN [21], 
LSTM [22], RNN [23], and the combination of CNN and 
LSTM [24] are deployed for ECG signal classification. All of 
the mentioned works have attempted to design a neural 
network model with high accuracy on ECG signal 
classification that plays a crucial role in healthcare 
applications. However, the amount of computation required 
for such highly accurate neural networks is a challenge for low 
power and resource-limited healthcare wearable devices [25].  
Quantization is one of the most common techniques that 
alleviates the compute and storage challenges of deep neural 
networks by reducing the precision of operations [26][27]. 
Vigno at el. proposed quantized CNNs for ECG classification 
to be used on mobile devices. They substitute floating-point 
weights with 8 bits precision, while both input and output 
remain floating points [28]. The most severe quantization 
approach is binarization that results in BNNs. XNOR-Net [20]  
has binarized both weights and inputs and substituted MAC 
operations with bitwise operations. Therefore, by eliminating 
expensive arithmetic operation, BNNs are appropriate for 
efficient hardware implementation. Wu at el. present 
binarized CNNs for ECG signal classification. Since accuracy 
drops significantly with binarization, they use the knowledge 
distillation technique to cope with this challenge. A full-
precision model (teacher) is deployed for regularization of the 
training of binarized model (student) through knowledge 
distillation [25].  
As LSTM has been developed to process the sequence of data, 
it is more suitable for ECG signal classification compared to 
CNN. Since the quantization of LSTM stands even more 
challenges, most of the prior works on quantization have 
focused on CNNs, and less attention has been paid to RNNs. 
Binarized LSTMs (binarizing both weights and inputs) have 
been recently used in natural language processing and human 
activity recognition[29][30]. However, binarized LSTM 
suffers from accuracy loss in more complicated applications 
such as ECG classification. Our observations on ECG 
classification has demonstrated that binary LSTM leads to 
considerable accuracy loss. In this paper, we present an 
efficient LSTM cell for ECG signal classification that is 
suitable for healthcare wearable devices. For this purpose, we 
reduce both computation complexity and memory storage and 
still cope with the accuracy loss for ECG signal classification. 
To the best of our knowledge, there is no work on quantizing 
LSTM for ECG signal classification.  

III. LSTM THEORY 

A recurrent neural network typically processes inputs and 
produces an output at each time step. The network has 
recurrent connections from the output at a one-time step to the 
hidden parts at the next time step, which enables it to capture 
sequential patterns. The LSTM model differs from RNNs in 
that it comprises control units named gates, instead of layers. 

A typical LSTM is composed of several recurrently connected 
“memory cells”. An LSTM cell is shown in Figure 1. Equation 
(1) to (6) summarize formulas of the LSTM network forward 
pass.  
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Figure 1. Long Short-Term Memory (LSTM) Cell 

𝑖𝑡 = 𝑠𝑖𝑔(𝑊𝑖𝑥𝑥𝑡 +𝑊𝑖ℎℎ𝑡−1 + 𝑏𝑖)                                (1) 

𝑓𝑡 = 𝑠𝑖𝑔(𝑊𝑓𝑥𝑥𝑡 +𝑊𝑓ℎℎ𝑡−1 + 𝑏𝑓)                     (2) 

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑔𝑥𝑥𝑡 +𝑊𝑔ℎℎ𝑡−1 + 𝑏𝑔)   (3) 

𝑜𝑡 = 𝑠𝑖𝑔(𝑊𝑜𝑥𝑥𝑡 +𝑊𝑜ℎℎ𝑡−1 + 𝑏𝑜)   (4) 

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 × 𝑔𝑡    (5) 

ℎ𝑡 = 𝑜𝑡 × 𝑡𝑎𝑛ℎ(𝑐𝑡)                       (6) 

The weight matrices are shown by Wx and Wh.  x is the input 
vector, b refers to bias vectors, and t denotes the time (t-1 
refers to the previous time step). Activation functions are 
point-wise non-linear functions, that is logistic sigmoid for the 
gates and hyperbolic tangent for input to and output from the 
node.𝑖𝑡, 𝑓𝑡 and 𝑜𝑡are the input, forget   and    output     gates 
respectively, 𝑐𝑡 is the current state of the LSTM, ℎ𝑡−1 is the 
previous output, 𝑥𝑡 is the current input at time t. Finally, all 
the W matrices denote the weight matrices that contain the 
trainable parameters of the model. In the full-precision LSTM, 
the lengths of all vectors are considered to be 32 bits. 

IV.  ELC-ECG: PROPOSED BINARIZATION METHOD 

In this section, we first discuss the conventional 
binarization technique. Then, introduce the multi-level 
binarized LSTM. Finally, we present the hardware accelerator 
for our proposed method. 

A. Conventional binarization technique 

In BNN, full precision inputs (i) and weights (w) values 
are substituted with -1 or +1 represented by a single 0 or 1 bit, 
respectively. Sign function as a deterministic binarization 
function is mostly used for binarizing parameters according to 
Equation (7), where x parameter can be input or weight [19].  

𝑠𝑖𝑔𝑛(𝑥𝑏) =  {
+1(mappedto1)𝑖𝑓𝑥 ≥ 0,

−1(mappedto0)𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒


By deploying binary values instead of full precision ones, 
MAC operations are substituted with bitwise operations. 
Scaling factors are also employed for binarized values to 
reduce the accuracy loss caused by binarization especially in 
large datasets. Let �⃗� = 𝛼𝑥𝑠𝑥  and �⃗⃗⃗� = 𝛼𝑤𝑠𝑤  be inputs and 
weights, where 𝑠𝑥 and 𝑠𝑤  are sign vectors and 𝛼𝑥  and 
𝛼𝑤 denote the scaling factors of inputs and weights, 
respectively. Therefore, the dot product between weights and 
inputs can be approximated using XnorPopcount operations 
according to Equation (8). 

𝑑𝑜𝑡(�⃗⃗⃗�, 𝑥) = 𝛼𝑥𝛼𝑤𝑑𝑜𝑡(𝑠𝑤 , 𝑠𝑥) = 𝛼𝑥𝛼𝑤𝑋𝑛𝑜𝑟𝑃𝑜𝑝𝑐𝑜𝑢𝑛𝑡(�⃗⃗�𝑤 , �⃗⃗�𝑥)(8) 



Where {�⃗⃗�𝑥, �⃗⃗�𝑤} is the binary encoding corresponding to 

{𝑠𝑥 , 𝑠𝑤}, respectively. If we consider N and p as the size of the 
vector and set-bits, respectively, Popcount operation is 
calculated as 2p-N.  

B. Proposed Binarization Method for LSTM 

Although binarized LSTMs decrease the number of 
computations, resources, and memory footprint, they suffer 
from significant accuracy loss in some applications like ECG 
classification compared to their full precision counterparts. 
We have proposed ELC-ECG, which uses binary weights and 
multi-level binarized inputs to improve accuracy. In fact, we 
have presented a specific binarization method based on [31] 
which efficiently quantizes inputs and also substitutes all 
weight parameters of LSTM with binary values. Moreover, to 
improve the accuracy, we have exploited scaling factors 
which are learned during the training phase. MLB Algorithm 
shows proposed multi-level binarization for both inputs and 
weights. It should be mentioned that the area overhead of 
multi-level binarization is negligible. 

MLB Algorithm   Multi-Level Binarization 

Inputs: α1, …, αM (scaling factors), x (Input of  MLB) 

Output: l1, l2, …, ln  

1: r = x 
2: for i =1 to M do 

3:       li ← Binarize((Sign(r)) 

4:       r ← r - Sign(r) × α i 

5: end for 

This procedure is repeated for M times, where M denotes 
the number of binarization levels for the input. Note that in M-
level binarized input, each layer needs M separated scaling 
factors for inputs. Besides, we have considered a distinguished 
scaling factor for each of the weights and biases based on their 
values.  

In this paper, we target Diagnosing Myocardial Infarction 
using LSTM networks on PTB Diagnostic ECG Database[32]. 
We have used the LSTM network presented in [33][34]  as a 
basic implementation, then we have binarized the LSTM 
model. As the ECG data of each subject is divided into smaller 
sequences, we first need to predict a label for each 
sequence/window. As soon as we have done the predictions, 
we can group them for each patient and make a patient-level 
prediction. When the average is lower than 0.5, it means that 
more than half of the sequences are classified as healthy, then 
we classify the patient as healthy. When the average is more 
than 0.5, the patient is diagnosed with a Myocardial infarction. 

TABLE I demonstrates the effect of multi-level 
binarization on inputs (M=1 to M=5) on accuracies of Healthy 
Control and Myocardial infarct. I and W stand for bit widths 
of input and weight, and FP stands for 32-bit full-precision. 
As shown in this table, increasing M improves the final 
achievable accuracy.  

TABLE I. The obtained  accuracies by multi-level binarization for Input  

(I,W) (1,1) (2,1) (3,1) (4,1) (5,1) (FP,FP) 

Control 43.25 68.2 69.34 74.09 75.16 75.69 

Infarct 89.12 90 91.52 93.61 94.09 94.57 

As shown in TABLE I the network achieves pretty close 
accuracy to full precision ones with (5,1). Therefore, we 
consider only 1-bit for weights and multi-level binarization for 
inputs. Also, to eliminate point-wise multiplications, we have 
considered the output of the activation functions to be one bit. 

In our method, we can still use the XnorPopcount instead 
of the multiplication. In the proposed method, the dot product 
between an M-level residual-binarized input vector and a 
binary weight vector is performed using M subsequent 

XnorPopcount operations. Let �⃗� = ∑ 𝛼𝑥𝑖
𝑀
𝑖=1 𝑠𝑥𝑖  and �⃗⃗⃗� =

𝛼𝑤𝑠𝑤 where 𝛼𝑥𝑖denotes the ith scaling factors of inputs, 𝑠𝑥and 

𝑠𝑤  are sign vectors and 𝛼𝑤 denotes the scaling factors of 
weights.  The dot product of multi-level input and 1-bit weight 
is shown in Equation 9. 

𝑑𝑜𝑡(�⃗�, �⃗⃗⃗�) = 𝑑𝑜𝑡 (∑𝛼𝑥𝑖

𝑀

𝑖=1

𝑠𝑥𝑖 , 𝛼𝑤𝑠𝑤) = ∑𝛼𝑥𝑖

𝑀

𝑖=1

𝛼𝑤𝑑𝑜𝑡(𝑠𝑥𝑖 , 𝑠𝑤)

=∑𝛼𝑥𝑖

𝑀

𝑖=1

𝛼𝑤𝑋𝑛𝑜𝑟𝑃𝑜𝑝𝑐𝑜𝑢𝑛𝑡(�⃗⃗�𝑥𝑖 , �⃗⃗�𝑤) 

(9) 

Since the scaling factors have been primarily obtained 
statically during the training phase, we can directly calculate 
γ instead of 𝛼𝑥 ∗ 𝛼𝑤 and store it in memory and avoid 𝛼𝑥 ∗
𝛼𝑤 multiplication.  

C. Hardware Accelerator 

In this paper, all of the matrix-vector multiplications, 
activation functions, pointwise multiplications, and pointwise 
summations of one LSTM layer are performed by a unit called 
Processing LSTM Layer (PL). As illustrated in Figure 2(a), 
the PL unit is comprised of P Processing Cell (PCs) that each 
performs one LSTM cell operation. Two-levels of parallelism 
are offered by the PL unit. First, we assume h as the number 
of outputs of an LSTM layer which are fed into the PCs in h/P 
groups. The operations of all PCs run in parallel to compute 
multiple output cells simultaneously. Second, in each PC,  
same SIMD sub-operations are performed in parallel on the 
input vectors. For more clarification, we assume Nx as the size 
of the input vector in each PC unit in which the operations on 
S of Nx are performed simultaneously. It is also worth noting 
that the number of PCs (P) and SIMD lanes (S) are 
configurable to provide a tradeoff between throughput and 
area. In the LSTM cell, first, the matrix-vector multiplications 
must be calculated. We present Matrix-Vector-Activation 
(MVA) unit to perform the matrix and vector arithmetic and 
activation function operation demonstrated in Equation (1) to 
(4).  

It should be noted that we use the XnorPopcount in the 
MVA unit to multiply the M-level binarized input with 1-bit 
weight based on Equation 9. The internal architecture of MVA 

(a) (b) 
Fig 2. (a) Processing Lstm Layer (PL) architecture: "PC" Processing Cell performing "S"-width SIMD operations. (b) the internal architecture of MVA 
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is shown in Figure 2(b). The Multiplexers’ selection lines 
determine the type of matrix multiplication which can be 
𝑊𝑥𝑥𝑡  or 𝑊ℎℎ𝑡−1 and then multiplication is done by 
XnorPopcount unit. As mentioned before, in Equation (1) to 
(4) W, h, and b are represented with 1-level binarized values, 
and inputs represented by x are M-level binarized values. 
Therefore, a simple dual-port memory with M+1 words depth 
has been considered to store the Popcount values in MVA 
unit; since each word stores the Popcount value corresponding 
to each M binarization level, M words are needed to perform  

∑ 𝑋𝑛𝑜𝑟𝑃𝑜𝑝𝑐𝑜𝑢𝑛𝑡(�⃗⃗�𝑥𝑖 , �⃗⃗�𝑤𝑥)
𝑀
𝑖=1  and one word is needed to 

perform𝑋𝑛𝑜𝑟𝑃𝑜𝑝𝑐𝑜𝑢𝑛𝑡(�⃗⃗�h, �⃗⃗�𝑤). According to Equation 9, 

we must apply the coefficients when all Popcount values are 
calculated. Since the weight and input coefficients are 
obtained offline during the training phase, we can calculate the 
γ instead of 𝛼𝑥  ∗ 𝛼𝑤  and store it in memory to avoid the 
multiplication. Hence, the accumulator values are multiplied 
by the corresponding scaling factors and are summed together 
by the MAC unit. Afterward, the bias values are added to the 
MAC results (Eq (1) to Eq (4)). Since we use the binary 
activation function, which approximates an input x by the sign 
of x, the activation function is implemented using a 
comparator that compares the MAC outputs with a threshold 
value. The next step is to update the old cell state 𝐶𝑡−1, with 
the new cell state 𝐶𝑡  based on Equation (5). As mentioned 
before, the outputs of Equation (1) to (4) are binarized with 1-
level values. In this way, we have the following formula for 
computing Equation (5): 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝑔𝑡 =𝑆𝑓𝑡𝛼𝑓𝑡 ∗𝑆𝐶𝑡−1𝛼𝐶𝑡−1 + 𝑆𝑖𝑡𝛼𝑖𝑡 ∗ 𝑆𝑔𝑡𝛼𝑔𝑡 
= 𝑆𝑓𝑡𝑆𝐶𝑡−1(𝛼𝑓𝑡 ∗ 𝛼𝐶𝑡−1) + 𝑆𝑖𝑡𝑆𝑔𝑡(𝛼𝑖𝑡 ∗ 𝛼𝑔𝑡) 

(10) 

 Where 𝑆 and 𝛼 denote the sign (-1 and +1) and scaling 
factor of each parameter, respectively. Based 
on{𝑆𝑓𝑡 , 𝑆𝐶𝑡−1 , 𝑆𝑖𝑡 , 𝑆𝑔𝑡}, there are sixteen possible values (four 

input variables are combined in 16 various ways) 
for𝐸𝑞uation(10). As illustrated in Figure 1, 𝐶𝑡 is used for 
two purposes: 1) as 𝐶𝑡−1  in the next time step 2) the input of 
tanh for computing ℎ𝑡. Since 𝐶𝑡−1 is represented with 1-level 
binarization in the next time step, we need only the sign of  
𝐶𝑡 to be used as 𝐶𝑡−1for the next time step. In addition, since 
the scaling factors are obtained statically during the training 
phase, we would store the sign of sixteen possible values in 
the memory as a look-up table. Therefore, three pointwise 
operations are replaced with LUT1, as shown in Figure 3(a). 
Finally, we need to calculate ℎ𝑡 similarly: 

ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝐶𝑡) × 𝑜𝑡 

= 𝑡𝑎𝑛ℎ (𝑆𝑓𝑡𝑆𝐶𝑡−1(𝛼𝑓𝑡 ∗ 𝛼𝐶𝑡−1) + 𝑆𝑖𝑡𝑆𝑔𝑡(𝛼𝑖𝑡 ∗ 𝛼𝑔𝑡)) ∗𝑆𝑜𝑡𝛼𝑜𝑡 
(11) 

 As mentioned in the prior subsections, 𝐶𝑡 is used as tanh 
input and has only sixteen values. Thus, the tanh of these 

sixteen values can also be calculated offline. On the other 
hand,ℎ𝑡  is used as ℎ𝑡−1  in the next time step with 1-level 
binarization, and is used as𝑥𝑡  for the next layer with M-level 
binarization. Therefore, ℎ𝑡  is implemented by two look-up 
tables; one of them has 1-bit output, and another has M output 
bits, as shown in Figure 3-(b) as the overall proposed 
architecture for one LSTM cell. 

V. EXPERIMENTAL RESULTS 

We have implemented a three-layer LSTM network for 
ECG signals classification using Keras [35] library. We have 
implemented our FPGA accelerator in Vivado [36] to 
calculate resource utilization and latency. The proposed 
architecture has been implemented on XC7K160 from kintex7 
FPGA family. We have compared our method with the full 
precision LSTM in terms of accuracy, resource utilization, and 
inference time on the FPGA accelerator. In this paper, we 
have evaluated our method on ECG signal classification used 
in several different heart disease analysis. For this purpose, the 
PTB diagnostic dataset [32] from the Physionet database has 
been used. It contains ECG records of 290 subjects, of which 
52 are normal, 148 have had a Myocardial infarction (more 
commonly known as a heart attack). The remaining 90 
subjects suffer from other type of heart diseases.  

Each layer of the LSTM network has its own 
corresponding parallelism factors (PC-count and SIMD-
width). These two parallelism factors only affect hardware 
performance and have no effect on the LSTM accuracy. In 
other words, these two factors are configurable, and provide a 
a tradeoff between throughput and area. Figure 4-(a) shows 
the area in terms of throughput for few states of these two 
factors (P, S) for M=1 to M=5. It should be noted that to select 
those two factors in each case, we have two assumptions: 1) 
these two factors are selected in a way that the latency of all 
layers  are  almost  balanced  so  we  can optimally  use  the 
pipeline structure. 2) Given the sampling rate in this dataset, 
the architecture should be able to accommodate a range of 
1KHz to 10KHz. This requirement can be met by the proper 
selection of these two factors (P, S). 

Fig 5-(a) illustrates that by increasing M to achieve better 
accuracy, the latency is increased and throughput is decreased 
as the PCs would require more accumulators.  For each M 
from left to right of the graph, the two parallelism factors 
increase, which in turn decreases the delay and increases the 
throughput. Figure 4-(b) compares the area of our method with 
the full precision design in terms of throughput for different 
values of (P, S), considering the two mentioned assumptions. 
As shown, we can achieve better throughput with less area. 
Figure 5 compares the latency of our proposed method with 
the full precision design in the same area. 

 

  
(a) (b) 

Fig 3. (a) Removing point wise operation with LUT1. (b) The overall architecture for one LSTM cell. 
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(a) (b) 

Fig 4. (a) comparing the area and throughput of our method with M=1 to M=5. (b) comparing the area and throughput of our method with the Full 

Precision (FP) design for different states of (P,S). The area and throughput are normalized to maximum values. M is the number of levels for inputs. 

 
 In summary, the latency of our method grows with M, 
because the number of XnorPopcount operations is equal to 
M for a single dot product based on Equation (9).  Compared 
to the full precision design, our proposed method can reduce 
latency up to 50x without any area overhead. 

 

Fig 5. Normalized latency of our method compared to Full Precision 
(FP). The latencies are normalized to the latency of M=1. 

VI. CONCLUSION 

Binarized LSTM is an appropriate approach to realize 
the deployment of LSTM on embedded systems. However, 
conventional binarization approaches lead to significant 
accuracy loss especially for ECG classification. In this 
paper, a novel binarized LSTM (ELC-ECG) was proposed 
for the ECG classification that not only has remarkably 
decreased computations in terms of delay and area 
compared to full precision design but also has almost 
achieved the accuracy close to full precision. Moreover, we 
can achieve the same throughput in a much smaller area 
than the full precision. Finally, while our accuracy is quite 
close to full precision, our method reduces latency by 50x 
without any area overhead. 
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