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ABSTRACT
With the CMOS technology scaling, transistor aging has become
one major issue affecting circuit reliability and lifetime. There are
two major classes of existing studies that model the aging effects
in the circuit delay. One is at transistor-level, which is highly ac-
curate but very slow. The other is at gate-level, which is faster but
less accurate. Moreover, most prior studies only consider a limited
subset or limited value ranges of aging factors.

In this paper, we propose Aadam, a fast, accurate, and versatile
aging-aware delay model for generic cell libraries. In Aadam, we
first use transistor-level SPICE simulations to accurately charac-
terize the delay degradation of each library cell under a versatile
set of aging factors, including both physical parameters (i.e., initial
threshold voltage and transistor width/length ratio) and operat-
ing conditions (i.e., working temperature, signal probability, input
signal slew range, output load capacitance range, and projected
lifetime). For each library cell, we then train a feed-forward neu-
ral network (FFNN) to learn the relation between the input aging
factors and output cell delay degradation. Therefore, for a given
input circuit and a given combination of aging factors, we can use
the trained FFNNs to quickly and accurately infer the delay degra-
dation for each gate in the circuit. Finally, to effectively estimate
the aging-aware lifetime delay of large-scale circuits, we also inte-
grate Aadam into a state-of-the-art static timing analysis tool called
OpenTimer. Experimental results demonstrate that Aadam achieves
fast estimation of the aging-induced delay with high accuracy close
to transistor-level simulation.
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1 INTRODUCTION
With the CMOS technology scaling, the reliability of circuits has
become one of the major issues affecting digital circuit designs [1, 7].
In addition to the correct functionality of the circuit, a longtime
lifespan is also crucial in many application fields such as aerospace,
defense, and medical industries [5, 13]. Transistor aging is a key
source of failure that threatens the lifetime reliability of digital
circuits. It leads to a degradation of the electrical characteristics of
transistors and subsequently, a considerable increase of the device
delay [19]. For example, the Negative Bias Temperature Instability
(NBTI) aging phenomenon, a major parametric reliability issue,
may increase the circuit delay by up to 30% [14]. This impact may
eventually lead to violations of circuit timing constraints, reduction
of mean time to failure, and faster wear-out of the system.

To steer clear of the aging effects and guarantee the correct
functionality of the circuit for the projected lifetime (𝑡 ), designers
have to include a safety timing margin called timing guard band in
the design [6, 27]. This timing guard band may decrease the circuit
frequency, as shown in Equation 1.

𝑓 𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =
1

𝐷 (𝑡) ; 𝐷 (𝑡) = 𝐷 (0) + 𝐷𝐺𝐵 (𝑡) (1)

where 𝑓 𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 denotes the targeted frequency of the design and
𝐷 (𝑡) represents the lifetime delay. 𝐷 (0) and 𝐷𝐺𝐵 (𝑡) respectively
denote the initial delay of the circuit and the delay of the tim-
ing guard band. To reduce the performance overhead imposed by
𝐷𝐺𝐵 (𝑡), it is essential to accurately estimate the aging-induced
delay degradation of the circuit and apply a minimum 𝐷𝐺𝐵 (𝑡).

However, it is nontrivial to quickly and accurately estimate the
aging-induced delay degradation as there are many factors that
affect the delay degradation. They include both physical parame-
ters (i.e., initial threshold voltage and transistor width/length ratio)
and operating conditions (i.e., working temperature, signal proba-
bility, input signal slew range, output load capacitance range, and
projected lifetime), which will be explained in detail in Section 2.1.2.

As will be detailed in Section 2.2, the prior studies that model
the aging effects in the circuit delay can be divided into the fol-
lowing categories. The first category of work [34] uses full-circuit
transistor-level SPICE simulation to achieve high accuracy, but runs
at very slow speed. The second category of work [2, 28–30, 37, 40]
uses lookup table (LUT) based gate-level models to achieve faster
speed at the expense of lower accuracy. The third category of work
[16, 26] only performs SPICE simulation for a set of critical paths,
but is still slow for large-scale circuits. The last category of work
[20, 25, 38, 39] starts to use traditional machine learning techniques
such as support vector machine (SVM) and non-linear regression
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model to predict the delay caused by the NBTI effect at gate-level or
critical path level. In fact, most prior studies only consider a limited
subset of aging factors and/or limited value ranges of aging factors.

To address those issues in prior studies, in this paper, we propose
Aadam, an accurate yet fast aging-aware delay model for generic
cell libraries by considering a versatile set of aging factors that are
summarized in Section 2.1.2. The major idea behind Aadam is to
leverage 1) the high accuracy of transistor-level SPICE simulation
to characterize the delay degradation of library cells only; 2) the
learning power of feed-forward neural networks (FFNN) [18] to
accurately and quickly predict the aging-induced delay at gate-
level under the versatile combinations of aging effects; and 3) the
fast aging-aware static timing analysis (STA) of large-scale circuits
using the state-of-the-art STA tool called OpenTimer [21].

Aadam provides a fully automated framework for aging-aware
STA of large-scale circuits. In Aadam, we first characterize the
delay degradation of each library cell under a versatile set of aging
factors as mentioned earlier, using the accurate transistor-level
SPICE simulations. Based on these characterized data, we train an
FFNN to learn the relation between the input aging factors and
output delay degradation for each library cell. As a result, these
trained FFNNs can quickly and accurately predict the aging-induced
delay at gate-level. Finally, we integrate these trained FFNN models
to a state-of-the-art STA tool called OpenTimer [21] to effectively
estimate the aging-aware lifetime delay of large-scale circuits. We
plan to release our Aadam toolflow to the public in the near future.

In our experiments, we use the open-source Nangate 45nm
generic cell library [31], and a few circuits from the ISCAS’85 [10],
ISCAS’89 [9], ITC’99 [12], and OpenTimer [21] benchmark suites.
Compared to the accurate transistor-level SPICE simulation [35, 36],
Aadam achieves almost identical accuracy for predicting the lifetime
delay of a gate while achieving four orders-of-magnitude speedup.
Compared to the prior LUT-based model [2] and SVM-based model
[38, 39] that predict the lifetime delay at gate-level, Aadam achieves
better accuracy and can accurately predict for input aging factor
combinations that are not captured in these models. Compared to
the prior critical path based model [20] that performs aging-aware
STA at circuit-level, Aadam also achieves better accuracy in predict-
ing the circuit lifetime delay. In addition, Aadam can consistently
provide high prediction accuracy when there are perturbations to
the circuit, while the prediction accuracy of the critical path based
model [20] significantly decreases after the circuit perturbation.
Finally, for large-scale circuits with 138.9K to 255.3K gates, our
aging-aware delay estimation with Aadam only adds around 5 to
12 seconds extra runtime overhead, which can be well tolerated.

2 RELATEDWORK AND OUR NOVELTY
2.1 Aging Effects and Factors
2.1.1 Transistor-Level. The transistor aging phenomenon occurs
due to the formation of interface traps (breaking of 𝑆𝑖 −𝐻 bonds at
the 𝑆𝑖 − 𝑆𝑖𝑂2 interface) and oxide traps (capturing of charges in the
oxide vacancies within the dielectric). First, during the operation of
the transistor, the horizontal electric field over the gate dielectric
increases the kinetic energy of the carriers. This results in charge
build-up near the transistor drain, leading to defect formation in the
drain. These interface traps interact with the charge carriers inside

the channel and degrades the transistor’s mobility (𝜇). Second,
because of the non-epitaxial structure of 𝑆𝑖𝑂2, the vertical electric
field leads to defect generation in the interface of the transistor
and the formation of defects inside the 𝑆𝑖𝑂2. These defects cause
accumulated charges around and within the gate dielectric, which
ultimately increases the threshold voltage (𝑉𝑡ℎ) of the transistor.

For a projected lifetime (𝑡 ), the delay of a transistor (𝐷 (𝑡)) is
inversely proportional to its drain current (𝐼𝐷 (𝑡)), and 𝐼𝐷 (𝑡) is a
function of the transistor’s mobility (𝜇 (𝑡)) and threshold voltage
(𝑉𝑡ℎ (𝑡)), as shown in Equation 2 (where 𝑉𝑑𝑑 denotes the supply
voltage). As a result, with 𝜇 (𝑡) decreasing and 𝑉𝑡ℎ (𝑡) increasing
during the operation of the transistor, 𝐼𝐷 (𝑡) decreases and the
transistor delay (𝐷 (𝑡)) increases.

𝐷 (𝑡) ∝ 1
𝐼𝐷 (𝑡) ; 𝐼𝐷 (𝑡) ≈ 𝜇 (𝑡)

2 (𝑉𝑑𝑑 − 𝑉𝑡ℎ (𝑡))2 (2)

2.1.2 Gate-Level. Each gate in the circuit is exposed to different
operating conditions that can lead to different aging-induced delay
degradations over the projected lifetime (t).
1. The working temperature (T) has a great impact on the trap

generation of transistors in a gate. As 𝑇 increases, the rate of
interface and oxide trap generation increases [3, 4], i.e., 𝑉𝑡ℎ (𝑡)
increases faster and 𝜇 (𝑡) decreases faster. This includes both
Positive Bias Temperature Instability (PBTI) effect in NMOS
transistors and Negative Bias Temperature Instability (NBTI)
effect in PMOS transistors.

2. The signal probability (𝜆) also has a great impact on the trap
generation. The higher the signal probability of the inputs of a
gate, the greater the operation cycle (duty cycle) of its transistors.
As a result, more interface traps and oxide trapswill be generated
inside the transistors of the gate, i.e., the aging rate of the gate
will increase.

3. The input signal slew range ([𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎𝑥 ]) and output load ca-
pacitance range ([𝐶𝑚𝑖𝑛, 𝐶𝑚𝑎𝑥 ]) of a gate can lead to different
interface trap generations and different values for 𝑉𝑡ℎ (𝑡) and
𝜇 (𝑡) of each transistor in a gate [24].

4. Physical parameters, such as initial threshold voltage (𝑉𝑡ℎ (0))
and transistors’ width/length ratio (𝑊 /𝐿 𝑟𝑎𝑡𝑖𝑜), also affect the
aging-induced gate delay.

2.1.3 Circuit-Level. Stemming from the transistor-level, aging can
lead to timing violations at the circuit-level. Since each gate of the
circuit is operated under a different combination of the above fac-
tors, the aging-induced delay degradation of each gate is different.
As a consequence, a critical path of the circuit might become non-
critical and vice versa over the projected lifetime. Since the lifetime
delay of each circuit path is changing due to the aging effects, eval-
uating aging impacts on the circuit lifetime cannot be determined
by only analyzing the critical paths of the circuit. Instead, all of the
paths that may violate the timing constraints of the circuit should
be jointly considered.

2.2 Aging-Aware Delay Modeling
Although there are a lot of studies that try to model the 𝑉𝑡ℎ degra-
dation due to aging effects, there are only a few studies that aim to
compute the aging-induced gate and/or circuit delay degradation,
which can be classified as the following categories.
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2.2.1 Full-Circuit Transistor-Level Modeling. An aging-aware
transistor-level timing analysis method is introduced in [34]. First,
the initial circuit without aging effect is simulated under different
operating conditions of each transistor. Then, using the collected
information, the 𝑉𝑡ℎ shift due to aging is computed for every tran-
sistor in the entire circuit. Finally, the lifetime 𝑉𝑡ℎ is applied to
each transistor and the circuit delay for the projected lifetime is
calculated. Despite the high accuracy, this method is very slow due
to transistor-level simulation, which makes it infeasible to be used
for large-scale industrial circuits.

2.2.2 LUT-based Gate-Level Modeling. To compensate for the run-
time overhead of transistor-level simulations, some studies use gate-
level simulation models at the expense of lower accuracy. In [30, 37,
40], a Look-Up Table (LUT) based gate delay model is introduced
to correlate the NBTI-induced 𝑉𝑡ℎ shift of PMOS transistors to
the corresponding gate delay degradation. However, it considers
neither the PBTI effect in NMOS transistors nor the slope of rising
and falling signals of a gate. Kiamehr et. al. [28] propose to use an
aging-aware standard cell library. They extend the cell library and
provide multiple copies of each library cell considering different
input signal probabilities. Then, according to the expected input
signal probability of each gate, technology-mapping is done and
a robust cell from the extended cell library is used to replace the
initial gate. However, they only consider the input signal probability.
In [2, 29], an accurate LUT based method is introduced to estimate
both NBTI-induced and PBTI-induced delay degradations of each
gate. However, all these methods are limited to model the operating
conditions under which the LUT is built.

2.2.3 Critical-Path Transistor-Level Modeling. With an eye toward
analyzing the effects of aging on complex designs such as proces-
sors, Karimi et.al. [26] consider the effects of aging on the critical
path only (using the SPICE simulation). However, since the aging
effects may change the critical paths into non-critical ones and
vice versa, only considering the critical path of the circuit is not
sufficient. Another method in [16] considers the effects of the top
20% critical paths. However, this method is infeasible to analyze
the aging effects on very large-scale integrated circuits used in the
industry. For example, as shown in [14], the b19 benchmark circuit
[12] has more than 108 paths, and considering the paths with only
5% relative slack time may lead to more than 107 paths, which are
intractable for analyzing.

2.2.4 Machine Learning based Modeling. Recently, applying ma-
chine learning techniques in EDA (Electronic Design Automation)
tools has gained increasing attention [22, 23, 32], and machine
learning based aging estimation for the circuit is not an exception
[20, 25, 38, 39]. In [38, 39], a two-stage workload-dependent NBTI
model has been introduced. First, a method is proposed to find
a set of representative flip flops that are important to be tracked
with regard to the aging effects. And then, they calculate the aging-
induced delay degradation of these flip flops by sensing their actual
signal probabilities at runtime. They use a Support Vector Machine
(SVM) model to map the signal probabilities of these flip flops to
the delay degradation of the circuit. However, they assume other
parameters such as supply voltage and temperature as constants
and only consider the signal probability.

In [25], a non-linear regression model has been introduced to
estimate the delay degradation of a circuit due to NBTI effects.
This method exploits the critical path set, which consists of the
critical path and near-critical paths with delays higher than 80% of
the critical path delay. Then, using a non-linear regression model,
various NBTI operating conditions are mapped to the delays of the
critical path set. An extension of this model is presented in [20] to
estimate the lifetime delay of the circuit considering time variant
operating conditions. As stated before, due to the large number of
paths to be considered, both of these methods are impracticable to
analyze the aging effects of the large-scale industrial circuits.

2.2.5 Summary. In summary, prior studies for aging-aware delay
modeling usually suffer from at least one of the following issues:
low speed, low accuracy, or limited consideration of aging factors.

2.3 Our Novelty
In this paper, we propose a feed-forward neural network (FFNN)
based method to model the aging-induced delay degradation, which
1) considers a versatile set of aging factors as summarized in Sec-
tion 2.1.2, 2) achieves high accuracy that is close to transistor-level
modeling, and 3) achieves high speed that is close to the gate-level
modeling. Moreover, once our FFNN models (one model per library
cell) are trained for a cell library at a specific process technology,
they can be used to estimate the lifetime delay of any circuit under
different aging effects without the need of retraining. Finally, we
achieve fast aging-aware static timing analysis (STA) for large-scale
circuits by integrating our model with a state-of-the-art STA tool
called OpenTimer [21].

3 DESIGN OF AADAM
The overall design of our Aadam framework is shown in Figure 1,
which consists of three major phases. First, we use transistor-level
SPICE simulation to accurately characterize the delay degradation
of each cell from a generic cell library, under a versatile set of aging
factors summarized in Section 2.1.2. Second, using the characterized
aging-aware cell delay dataset, we train a feed-forward neural
network (FFNN) for each cell in a generic cell library 1 to learn
the relation between its input aging factors and output cell delay
degradation. Using the trained FFNN models, we can infer the
circuit delay degradation caused by a versatile set of aging effects
with high accuracy and fast runtime, without the need of model
retraining. Finally, to effectively estimate the lifetime delay of a
large-scale circuit under specified aging effects, we implement an
aging-aware Static Timing Analysis (STA) toolflow by extending a
state-of-the-art STA tool called OpenTimer [21] with our trained
FFNN models.

3.1 SPICE Characterization of Cell Library
The left part of Figure 1 presents our proposed flow to characterize
the aging-induced delay for each library cell using accurate SPICE
simulation. First, we characterize the threshold voltage (𝑉𝑡ℎ) degra-
dation of a transistor in the technology library using SPICE sim-
ulation. Here we consider the transistor characteristics, including

1A typical generic cell library has around 100 cells, which is much smaller than the
number of gates in a typical industrial circuit.
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Figure 1: Overview of our aging-aware Static Timing Analysis (STA) framework

the temperature (𝑇 ), signal probability (𝜆), initial threshold voltage
(𝑉𝑡ℎ (0)), transistor sizes (𝑊 /𝐿 𝑟𝑎𝑡𝑖𝑜𝑠), and projected lifetime (𝑡 )
of the transistor. For each combination of these aging factors, a
degraded transistor model is created using the SPICE simulation
results, including both NMOS and PMOS transistors. Second, for
each cell from the cell library, we perform another round of SPICE
simulation to calculate the lifetime delay and the slope of the cell.
Here we consider the the degraded transistor models for the cell
and other cell characteristics, including the input signal slew range
([𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎𝑥 ]) and output load capacitance range ([𝐶𝑚𝑖𝑛, 𝐶𝑚𝑎𝑥 ]).
Finally, we get an accurate aging-induced delay degradation for
each library cell under different combinations of the aging factors.

3.2 FFNN Model for Cell-Level Aging Delay
Influencing the aging-induced delay degradation of a cell from
a given combination of its operating conditions and physical pa-
rameters (as summarized in Section 2.1.2) can be considered as a
regression problem. Therefore, we propose to solve this problem
using a feed-forward fully-connected neural network (FFNN) [18].

Figure 2 presents the architecture of our proposed FFNN. The
input layer corresponds to the input operating conditions and phys-
ical parameters of a gate. The input feature vector 𝑋 that feed to
the input layer can be defined as:

𝑋 = [𝑥1, 𝑥2, . . . , 𝑥𝑑 ]
= [𝑇, 𝜆, 𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎𝑥 ,𝐶𝑚𝑖𝑛,𝐶𝑚𝑎𝑥 ,𝑊 /𝐿,𝑉𝑡ℎ (0), 𝑡]

(3)

The output layer just has one neuron that corresponds to the es-
timated aging-induced delay degradation of a cell, i.e., 𝐷 (𝑡) = 𝑌 .
We use three hidden layers in our FFNN and each hidden layers
consists of 256 neurons. The relation between the output 𝑌 and
input feature vector 𝑋 can be expressed as:

𝑌 =𝑊4 ·
(
𝑓 (3)

(
𝑊3·

(
𝑓 (2)

(
𝑊2·𝑓 (1) (𝑊1·𝑋+𝑏1) + 𝑏2

))
+ 𝑏3

))
(4)

b1 b2 b3Input

Output
x1

xp

xd

Y

Figure 2: Architecture of our Feed-Forward Neural Network.
The input corresponds to the input operating conditions and
physical parameters of a cell, and the output corresponds to
the estimated aging-induced delay degradation of the cell.

where𝑊1,𝑊2,𝑊3, and𝑊4 are the weights matrices of each layer,
𝑏1, 𝑏2, and 𝑏3 are the bias vectors of each hidden layer, which need
to be trained for the FFNN. 𝑓 (1) , 𝑓 (2) , and 𝑓 (3) are three nonlinear
functions; in this paper, we use the ReLU (Rectified Linear Units)
nonlinear activation functions.

For each cell in the cell library, we will train one such FFNN
model to learn the relation between the input operating conditions
and physical parameters of the cell and the output delay degradation
of the cell. Then for each gate in the circuit, we can use our trained
FFNN models to inference its aging-induced delay degradation. To
train each FFNN model using the aging-aware cell delay dataset
from Section 3.1, we take the following steps:
1. Normalization of input feature vector 𝑋 . As described in Equa-

tion 3, each feature 𝑥𝑖 in our input feature vector 𝑋 is on a
different scale. For example, the temperature 𝑇 ranges from
20◦𝐶 to 120◦𝐶 , while the signal probability 𝜆 ranges from 0 to 1.
Such different scaling of the features makes the FFNN training
more difficult and it would make the trained model more depen-
dent on the choice of units used in the input features. To address
this issue, we normalize our input features from the training
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data set using the normalization technique [33], i.e.,

∀ 𝑋 ∈ 𝑖𝑛𝑝𝑢𝑡𝑆𝑒𝑡 : 𝑥 ′𝑖=
𝑥𝑖− 𝜇𝑋

𝜎𝑋
(5)

where 𝑥 ′
𝑖
denotes the normalized value of the 𝑖th feature in input

feature vector 𝑋 . 𝜇𝑋 and 𝜎𝑋 respectively represent the mean
and standard deviation of the input feature vector 𝑋 .

2. Initialization of weight matrices and bias vectors. We set the
weight matrices (𝑊1,𝑊2,𝑊3, and𝑊4) according to Xavier ini-
tialization [15], and initialize the bias vectors (𝑏1, 𝑏2, and 𝑏3) of
the hidden layers to zero.

3. Fine tuning using back propagation. Finally, we fine tune the
weight matrices and bias vectors, so that the predicted delay
degradation 𝑌 from our FNN model approaches to the actual
characterized delay degradation 𝑌 from Section 3.1. To calculate
the difference between 𝑌 and 𝑌 , we use Mean Squared Error
(MSE) for 𝑁 sample training datasets, i.e.,:

𝑀𝑆𝐸 =
1
𝑁

𝑁∑
𝑖=1

𝑌𝑖−𝑌𝑖2 (6)

To minimize the MSE, we use standard back propagation with
the gradient descent algorithm [8].

3.3 Aging-Aware Static Timing Analysis
Timing analysis is the process of determining the circuit delay and
analyzing its timing issues. There are two major approaches for tim-
ing analysis of a circuit at logic-level: timing simulation and Static
Timing Analysis (STA). Timing simulation is done by exercising the
circuit using a set of input vectors and gates’ parameters [11]. The
comprehensiveness of this method depends on the number of input
vectors and gates’ parameters used for simulation. As a result, it
is almost infeasible to do a complete verification of all timing con-
straints of modern industrial circuits which may have more than
100 million gates. In contrast, STA is carried out statistically which
makes it independent of the number of input vectors and gates’
parameters [11, 21]. By analyzing the entire circuit once, it provides
a simpler and faster way to analyze the timing of the circuit.

A standard STA tool [11, 21] requires the following inputs from
a circuit: 1) the gate-level circuit netlist, 2) the parasitic information
contained in the Standard Parasitic Exchange Format file (SPEF
file), and 3) the timing table of the cells. Logic level STA utilizes the
timing data obtained from annotations in standard delay format,
and establishes look-up tables of gate delays to quickly retrieve a
constant propagation delay. In these tools, the delay of the circuit
is a function of the input slew range and output load capacitance
(for a specific temperature).

Incorporating aging-aware analysis into a standard STA tool
makes the complexity of the timing description for the cells grow
quickly, due to a versatile set of aging factors that affect the delay
degradation as summarized in Section 2.1.2. Therefore, we modify
the standard STA toolflow to integrate our trained FFNN models
for fast aging-induced delay inference. The revised aging-aware
STA flow is shown in the right part of Figure 1, with the follow-
ing two major changes. First, the gate-level netlist of the circuit is
fed to a logic simulator to compute the signal probability (𝜆) pro-
files according to the running workload. This provides the signal
probability (𝜆) of each transistor inside each gate, which affects

the aging-induced delay degradation. Second, the trained FFNN
models for each library cell are used inside the STA tool to infer the
aging-induced delay of the circuit at the projected lifetime (𝑡 ). Note
that all other aging factors are already available in the standard
STA tool and do not need a separate extraction.

While our aging-aware STA toolflow is generic for any standard
STA tools, for illustration purpose, we have used a state-of-the-art
STA tool called OpenTimer [21] for the integration. The original
OpenTimer is unaware of aging effects but uses a block-based
approach for fast STA. As a result, our aging-aware STA flow based
on OpenTimer can avoid the slow speed issue of prior critical-path
based approaches summarized in Section 2.2.3 and 2.2.4, and achieve
fast static timing analysis for large-scale industrial circuits (results
in Section 4.5).

4 EXPERIMENTAL RESULTS
4.1 Experimental Setup
We use Google’s Tensorflow [17] machine learning framework
to build our proposed FFNN for aging-aware delay modeling. As
described in Section 3.2, our FFNN has three hidden layers, each of
which has 256 neurons. It is implemented in Python and runs on
a desktop machine with an Intel Core i7 (2.5 GHz) processor and
8GB of DRAM. To get the training and testing datasets, we use the
following setup.

At the transistor-level, we use the 45nm predictive technology
model [41] for both NMOS and PMOS transistors. The HSPICE
MOSFET Model Reliability Analysis (MOSRA) [35, 36] has been
used under different working temperatures (𝑇 ), signal probabili-
ties (𝜆), initial threshold voltage (𝑉𝑡ℎ (0)) values, transistor𝑊 /𝐿
ratios, and projected lifetime (𝑡 ). The ranges for the variables are:
𝑇 : [20:120]◦𝐶 , 𝜆: [0:1], 𝑉𝑡ℎ (0): [-0.5:-0.1] V for PMOS transistors
and [0.1:0.5] V for NMOS transistors, and 𝑡 : [0:10] years. We also
consider 6 different𝑊 /𝐿 ratios: 1X (minimum sized), 2X, 4X, 8X,
16X, 32X (maximum sized).

At the gate-level, we use the open-source Nangate 45nm generic
cell library [31] and its SPICE netlists to get realistic netlists of
different combinations of cells (gates). Parasitic information is in-
cluded based on the layout at the 45nm technology node. The 𝑆𝑚𝑖𝑛

and 𝑆𝑚𝑎𝑥 are set to 5ps and 950ps, respectively. The𝐶𝑚𝑖𝑛 and𝐶𝑚𝑎𝑥

are set to 0.25fF and 25fF, respectively. The supply voltage (𝑉𝑑𝑑 ) is
set to 1.1V and the HSPICE tool is used to measure gate delays.

The dataset used for each library cell can be denoted as
𝑑𝑎𝑡𝑎𝑃𝑎𝑖𝑟 =

[
𝑋 𝑖 , 𝑌 𝑖

]
, where i denotes the sample index in the

dataset, 𝑋 𝑖 denotes the input feature vector defined in Equation 3,
and 𝑌 𝑖 denotes the corresponding lifetime delay calculated by
HSPICE simulation (i.e., the ground true label for our FFNN). For
each library cell, we first randomly shuffle all its datasets and then
split them into two disjoint sets: the training set and the validation
set. In this paper, we use 1000 samples for the training dataset. For
the results presented in Section 4.2 and 4.3, we use 600 samples for
the validation set.

4.2 Validation for Our Cell Delay Model
We verify the accuracy of our proposed model by comparing the
predicted delay of a gate with the true delay obtained from SPICE
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Figure 3: Accuracy comparison of our predicted gate delay to the true delay of SPICE simulation

Table 1: Runtime comparison of our model compared to
HSPICE MOSRA for NOT, NAND, NOR, and XNOR gates

Gate Our Model SPICE Simulation
NAND 7.14 ×10−4s 7.05s
NOR 7.61 ×10−4s 7.31s
NOT 7.55 ×10−4s 5.70s
XNOR 7.74 ×10−4s 13.97s
Average 7.51 ×10−4s 8.48s

simulation. We use 600 samples for the validation. Figure 3 illus-
trates the scatter plots of our FFNN prediction results for NAND,
NOR, NOT, and XNOR gates. The x-axis and red line show the true
delay values from the SPICE results. The y-axis and blue scatter dots
show the predicted delay value from our FFNN model. The closer
the blue scatter dots is to the red line (i.e., the 𝑦 = 𝑥 line), the more
accurate our predicted results are. As shown in Figure 3, our FFNN
models are very accurate, with predicted delay values at gate-level
almost identical to the simulated delay values at transistor-level.

Moreover, as shown in Table 1, on average, our FFNN model
prediction is about 104x faster than the transistor-level SPICE sim-
ulation. The runtime of the training phase of the proposed method
for each cell is less than 3,500s.

4.3 Comparison to LUT- & SVM-based Models
To demonstrate the effectiveness of our proposed model, we also
implement the LUT-based (LookUp Table) model [2] as discussed
in Section 2.2.2 and an extension of the SVM-based (Support Vector
Machine) model discussed in Section 2.2.4, and compare our model
to them. For the SVM-based model, we first extended the model
to capture the versatile aging factors discussed earlier, and then
trained the SVM model using the same 1000-samples training set.
Finally, we applied the trained SVM model to the same 600-samples
validation set for inference. For the LUT-based model, creating a
comprehensive LUT for all combinations of the aging factor values
is very time consuming, since it is based on the SPICE simulation
which is very slow. For a fair comparison, we use the same 1000-
samples training set to build the LUT. For each input aging factor
vector in the same 600-samples test set, we first search the LUT
to find the exact matching entry. If it is not found in the LUT, we
find the entries that have the closest aging factor combination to

Table 2: Model accuracy comparison for primitive gates us-
ing RMSPE: the lower, the more accurate

Gate Our Model LUT Model [2] SVM Model [38, 39]
NOT 0.34 3.78 1.11
NAND 0.31 4.10 1.08
NOR 0.25 3.63 1.37
AND 0.29 3.96 0.87
OR 0.26 3.81 1.07
XOR 0.18 4.95 1.12
XNOR 0.27 3.56 0.93

the input one, and then use the interpolation value of those delay
values of nearby entries as the final delay value.

To compare the prediction accuracy of these models, we calculate
the Root Mean Squared Percentage Error (RMSPE) between the
predicted delay values (𝑌𝑖 ) and true delay values (𝑌𝑖 ) from the
SPICE simulation. RMSPE is a robust indicator of the accuracy
for predicted delay values [20] and can be computed as:

𝑅𝑀𝑆𝑃𝐸 =

√√√
1
𝑁

𝑁∑
𝑖=1

𝑌𝑖−𝑌𝑖𝑌𝑖

2 × 100 (7)

where 𝑁 denotes the number of test samples, and 𝑖 denotes the 𝑖th
sample. The lower RMSPE is, the more accurate the model is.

Table 2 compares the obtained RMSPE results of the three mod-
els for a set of primitive gates. Compared to the LUT-based model
and SVM-based model, our model achieves lower prediction errors.
The LUT-based model achieves the worst accuracy since it cannot
accurately predict for the input feature vectors that fall outside
the pre-built LUT entries. Our FFNN based model achieves better
accuracy than the SVM-based model because the FFNN learns more
adaptive bias functions than the SVM. To cast more light on the
prediction accuracy of these models, we also include a scatter plot
for the AND gate in Figure 4. It shows that our predicted delay val-
ues are much closer to the true delay value from SPICE simulation,
compared to the LUT-based model and SVM-based model.

Finally, we also compare the average speed of the three models
in Table 3. Although our model is about 2.2x and 3x slower than
the LUT-based model and SVM-based model, their execution times
are on the same 10−4𝑠 order.
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Figure 4: Model prediction accuracy comparison for AND Gate: a) Our Model, b) LUT Model and c) SVM Model

Table 3: Model runtime comparison for primitive gates

Gate Our Model LUT Model [2] SVM Model [38, 39]
NOT 7.55 ×10−4s 3.12 ×10−4s 2.62 ×10−4s
NAND 7.14 ×10−4s 3.85 ×10−4s 2.67 ×10−4s
NOR 7.61 ×10−4s 3.53 ×10−4s 2.37 ×10−4s
AND 7.32 ×10−4s 3.41 ×10−4s 2.32 ×10−4s
OR 7.78 ×10−4s 3.42 ×10−4s 2.68 ×10−4s
XOR 7.13 ×10−4s 3.26 ×10−4s 2.19 ×10−4s
XNOR 7.74 ×10−4s 3.08 ×10−4s 2.57 ×10−4s
Average 7.50 ×10−4s 3.34 ×10−4s 2.50 ×10−4s

4.4 Accuracy for Circuit-Level STA
4.4.1 Overall Circuit Lifetime Delay Prediction. To evaluate the ef-
fectiveness of our proposed model for predicting the lifetime delay
of a circuit, we calculate its cumulative RMSPE that includes the ac-
cumulation and propagation of all errors for estimating the delay of
each individual gate throughout the circuit. The cumulative RMSPE
is calculated by comparing our predicted circuit lifetime delay with
the true circuit lifetime delay from SPICE simulation using Equa-
tion 7. Since the SPICE simulation is very time consuming, we only
demonstrate the prediction accuracy for a few small circuits from
ISCAS’85 [10], ISCAS’89 [9], and ITC’99 [12] benchmark suites.

We also compare our proposed model to the critical path based
approach [20] that uses a non-linear regression model for the life-
time delay prediction, which is discussed in Section 2.2.3 and 2.2.4.
For the path-based model [20], to compute the circuit lifetime delay
in a tractable manner, we first extract the top 20% critical paths of
each circuit. Then we randomly select 1000 sample paths from these
critical paths and run SPICE simulations to calculate each path’s
true lifetime delay. We train the the non-linear regression model
used in [20] using the 1000 samples. Finally, we use the trained
model to predict the lifetime delay of each path (𝐷𝑒𝑙𝑎𝑦𝑃𝑎𝑡ℎ) in the
top 20% critical paths. We compute the lifetime delay of the circuit
(𝐷𝑒𝑙𝑎𝑦𝐶𝑖𝑟𝑐𝑢𝑖𝑡 ) as the maximum delay of all these paths:

𝐷𝑒𝑙𝑎𝑦𝐶𝑖𝑟𝑐𝑢𝑖𝑡 = max
1≤𝑖≤ |𝑃𝑎𝑡ℎ𝑠 |

{
𝐷𝑒𝑙𝑎𝑦𝑃𝑎𝑡ℎ (𝑖)

}
(8)

Note that our model is built on top of the block-based STA tool
OpenTimer [21], so we avoid the issue of calculating for a large
number of paths in the path-based model.
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Figure 5: Accuracy comparison of ourmodel and path-based
model [20] for aging-aware static timing analysis: the lower
the y-axis (cumulativeRMSPE), themore accurate themodel

Figure 5 compares the accuracy of our model and the path-based
model [20]. The y-axis shows the average result of cumulative
RMSPEs for predicting the lifetime delay of each circuit under 10
different combinations of aging factors. Compared to the path-based
model, our model achieves much lower cumulative RMSPEs and is
more accurate in predicting the circuit lifetime delay.

4.4.2 Path Lifetime Delay Prediction with Perturbation. To better
understand the accuracy difference of our model and the path-based
model [20], we also compare their accuracy when predicting the
aging-induced delay for an individual path. Moreover, we also evalu-
ate how these two models perform when one or more perturbations
are made to the circuit; a good model should be stable to provide
high prediction accuracy after a circuit perturbation. To perform
these analysis, we randomly choose five different paths from the
C880, C1908, C3540, C5315 benchmark circuits [10] and estimate
each path’s lifetime delay. For the circuit perturbation, we randomly
changed the transistor𝑊 /𝐿 ratio for a number of gates in the path.

Table 4 compares the cumulative RMSPE of our model and the
path-based model [20] for the five randomly selected paths, both
before and after the perturbation. First, before the perturbation,
our model achieves better accuracy than the path-based model,
which accumulates to the larger accuracy gap at the circuit level as
presented in Figure 5 of Section 4.4.1. Second, after the perturbation,
our model’s accuracy is stably high, while the path-based model’s
accuracy significantly decreases. The main justification is that the
coarse-grained prediction of a path (i.e., path-based model) is harder
than the fine-grained prediction of a gate (i.e., block-based model
in our tool). As a result, after a perturbation, the path-based model
may need a model retraining to improve its accuracy, while our
model does not need model retraining.
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Figure 6: Comparison of accumulated error for predicting the aging-induced delay for path P1 with perturbation to the path

Table 4: Model accuracy comparison for predicting the
aging-induced delay for each path with perturbation to the
path. Prediction error is in terms of cumulative RMSPE: the
lower, the better

Path # Gates Before Perturbation After Perturbation
Our

Model
Path-based
Model [20]

Our
Model

Path-based
Model [20]

P1 38 0.86 1.57 0.78 5.26
P2 37 0.64 1.49 0.74 4.79
P3 34 0.71 1.52 0.86 4.33
P4 35 0.67 1.38 0.61 4.86
P5 40 0.79 1.47 0.83 4.51

Table 5: Manageable runtime of our aging-aware STA com-
pared to standard aging-unaware STA for large-scale circuits

Circuit # Gates Our Aging
Aware STA

OpenTimer: Aging
Unaware STA [21]

des_perf [21] 138.9K 28.01s 22.96s
vga_lcd [21] 139.5K 28.07s 23.05s
b19 [12] 255.3K 53.71s 41.87s

To cast more light on the path delay prediction using our model
and the path-based model before and after the perturbation, we also
include a scatter plot for path P1 in Figure 6. As shown in Figure 6a
and Figure 6c, our model can accurately predict the path delay
both before and after the perturbation, which is close to the SPICE
simulation results. On the other hand, the path-based model already
introduces quite some errors before the perturbation, as shown
in Figure 6b. After the perturbation, as shown in Figure 6d, the
predicted delays of the path-based model are significantly different
to the SPICE simulation results.

4.5 STA Runtime for Large-Scale Circuits
Finally, to demonstrate the runtime efficiency of our aging-aware
static timing analysis (STA) flow that integrates our FFNN models,
we also calculate the circuit delay of three large-scale circuits from
ITC’99 [12] and OpenTimer [21] benchmarks. For the standard
aging-unaware STA tool, we use a state-of-the-art STA tool called
OpenTimer [21]. As presented in Section 3.3, our aging-aware STA

is built on top of OpenTimer with the integration of our FFNN
models to predict the aging-induced gate delays. Table 5 compares
the runtime of our tool to the original OpenTimer: our aging-aware
delay calculation only adds around 5 to 12 seconds extra runtime
for a circuit with 138.9K to 255.3K gates, which is manageable for
large-scale circuit analysis.

5 CONCLUSION
Bringing accurate and fast aging-aware timing analysis to existing
EDA toolflows is essential in obtaining reliable large-scale circuit
designs. In this paper, we present Aadam, a fast, accurate, and versa-
tile aging-aware delay model for generic cell libraries, and integrate
it with the widely used open-source static timing analysis (STA)
tool called OpenTimer. Aadam characterizes the delay degradation
of each library cell under a wide range of aging factors with the
transistor-level SPICE simulation. Based on the characterized data,
Aadam trains an FFNN to learn the relation between the input
aging factors and output delay degradation for each library cell.
As a result, the trained FFNNs inside Aadam can quickly and ac-
curately predict the gate and circuit lifetime delay degradations
under a versatile combination of aging factors. Experimental results
demonstrate that Aadam achieves almost identical accuracy to the
transistor-level simulation in predicting the aging-induced delay
of a circuit, which is more accurate than prior lookup table based
model, support vector machine based model, and critical path based
model. Moreover, it enables aging-aware STA for large-scale circuits
with manageable runtime overhead, i.e., 5 to 12 seconds runtime
overhead to analyze a circuit with 138.9K to 255.3K gates. We plan
to open source our entire Aadam toolflow in the near future to
trigger more research in applying machine learning techniques to
aging-aware circuit analysis.
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