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Abstract

In the last two to three decades, organizations have extremely changed. Post normal accident theory
argues about implication of new organizational changes such as digitalization which may lead to new
kinds of accidents called post normal accidents. In addition, there are technological changes such as
usage of augmented reality (AR) as human-machine interface within various types of safety-critical
systems. The organizational changes in addition to technological changes and their effects on human
may introduce new system risks and should be considered in the risk assessment activities in compliance
with related safety standards. Systems including technical entities and socio entities (i.e. humans
and organizations) are called socio-technical systems. We consider socio-technical systems containing
augmented reality which we call AR-equipped socio-technical systems. In order to adequately assess
risk in such systems, it is essential to consider new dependability threats caused by augmented reality
and new organizational changes. In the literature, various modeling and analysis techniques exist which
are beneficial to be used for risk assessment. Furthermore, in the context of safety-critical systems, it is
crucial to consider safety standards and assess the risk in compliance with the related safety standards.

This thesis aims at strengthening risk assessment in AR-equipped socio-technical systems in compliance
with safety standards considering post normal accidents by providing a safety-centered risk assessment
framework (we call it safety-centered due to the support it provides for safety standards). Our work
provides modeling capabilities for modeling dependability threats caused by organizational changes
leading to post normal accidents in AR-equipped socio-technical systems. The capabilities are provided
through metamodel extensions. The extensions are used for extending analysis techniques to address
the requirements of AR-equipped socio-technical systems analysis considering safety standard and post
normal accidents. To achieve this, we capture dependability threats leading to post normal accidents
via new modeling elements, which we add to SafeConcert, a conceptual metamodel for modeling socio-
technical systems, and its AR-related extensions. The extended metamodel is then used to strengthen a
risk analysis technique used for socio-technical systems analysis. We propose a dependability analysis
process in order to analyze the behavior of AR-equipped socio-technical systems. Based on the modeling
and analysis extensions, we propose a safety-centered framework for risk assessment of AR-equipped
socio-technical systems and we apply it in two different domains. First, we conduct a case study in
the automotive domain in cooperation with our industrial partner and we show how the required
activities in the related safety standards are supported by different steps of our framework. Then, we
use a digitalized socio-technical factory system in robotic domain containing both organizational and
technological changes as a case in a new domain in order to evaluate applicability and effectiveness
of our framework for capturing new kinds of accidents due to dependability threats caused by
organizational changes and AR. Furthermore, we conduct a systematic literature review to position our
contributions and to compare our work with other related works (we had preliminary literature reviews
in the initial steps, nevertheless in this step we conduct a systematic literature review for positioning
and comparing our work).
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Abstract

In the last two to three decades, organizations have extremely changed. Post
normal accident theory argues about implication of new organizational changes
such as digitalization which may lead to new kinds of accidents called post
normal accidents. In addition, there are technological changes such as usage
of augmented reality (AR) as human-machine interface within various types
of safety-critical systems. The organizational changes in addition to techno-
logical changes and their effects on human may introduce new system risks
and should be considered in the risk assessment activities in compliance with
related safety standards. Systems including technical entities and socio enti-
ties (i.e. humans and organizations) are called socio-technical systems. We
consider socio-technical systems containing augmented reality which we call
AR-equipped socio-technical systems. In order to adequately assess risk in
such systems, it is essential to consider new dependability threats caused by
augmented reality and new organizational changes. In the literature, various
modeling and analysis techniques exist which are beneficial to be used for risk
assessment. Furthermore, in the context of safety-critical systems, it is crucial
to consider safety standards and assess the risk in compliance with the related
safety standards.

This thesis aims at strengthening risk assessment in AR-equipped socio-
technical systems in compliance with safety standards considering post nor-
mal accidents by providing a safety-centered risk assessment framework (we
call it safety-centered due to the support it provides for safety standards). Our
work provides modeling capabilities for modeling dependability threats caused
by organizational changes leading to post normal accidents in AR-equipped
socio-technical systems. The capabilities are provided through metamodel ex-
tensions. The extensions are used for extending analysis techniques to address
the requirements of AR-equipped socio-technical systems analysis consider-
ing safety standards and post normal accidents. To achieve this, we capture
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dependability threats leading to post normal accidents via new modeling ele-
ments, which we add to SafeConcert, a conceptual metamodel for modeling
socio-technical systems, and its AR-related extensions. The extended meta-
model is then used to strengthen a risk analysis technique used for socio-
technical systems analysis. We propose a dependability analysis process in
order to analyze the behavior of AR-equipped socio-technical systems. Based
on the modeling and analysis extensions, we propose a safety-centered frame-
work for risk assessment of AR-equipped socio-technical systems and we ap-
ply it in two different domains. First, we conduct a case study in the automotive
domain in cooperation with our industrial partner and we show how the re-
quired activities in the related safety standards are supported by different steps
of our framework. Then, we use a digitalized socio-technical factory system in
robotic domain containing both organizational and technological changes as a
case in a new domain in order to evaluate applicability and effectiveness of our
framework for capturing new kinds of accidents due to dependability threats
caused by organizational changes and AR. Furthermore, we conduct a system-
atic literature review to position our contributions and to compare our work
with other related works (we had preliminary literature reviews in the initial
steps, nevertheless in this step we conduct a systematic literature review for
positioning and comparing our work).



Popularvetenskaplig
sammanfattning

Under de senaste tva till tre decennierna har organisationer fordndrats extremt
mycket. Postnormal olycksteori handlar om hur nya organisatoriska forandrin-
gar, sasom digitalisering, kan leda till nya typer av olyckor som kallas postnor-
mala olyckor. Det finns ocksa tekniska fordndringar, som exempelvis anvindan-
det av forstirkt verklighet (AR) som ménniska-maskin-gréinssnitt inom olika
typer av sidkerhetskritiska system. De organisatoriska fordndringarna, utdver
tekniska forandringar och deras effekter pa ménniskor, kan introducera nya sys-
temrisker och bor beaktas i riskbedomningsaktiviteterna i enlighet med relater-
ade sikerhetsstandarder. System som bestéar av bade tekniska enheter och so-
ciala enheter (ménniskor och organisationer) kallas sociotekniska system. So-
ciotekniska system som innehaller forstiarkt verklighet kallar vi AR-utrustade
sociotekniska system. For att pa ett adekvat sitt kunna bedoma risker i sidana
system r det viktigt att Gverviga nya palitlighetshot orsakade av forstirkt verk-
lighet och nya organisatoriska foridndringar. I litteraturen finns olika modelle-
rings- och analystekniker for riskbedomning. Vidare, i samband med sédkerhets-
kritiska system, dr det avgdrande att ta hidnsyn till sékerhetsstandarder och
bedoma risken enligt dessa.

Denna avhandling syftar till att stirka riskbedomning i AR-utrustade so-
ciotekniska system enligt sidkerhetsstandarder som beaktar postnormala oly-
ckor genom att tillhandahalla ett sikerhetscentrerat ramverk for riskbedomning
(vi kallar det sikerhetscentrerat pa grund av det stod det ger for sikerhetsstan-
darder). Vart arbete tillhandahaller modelleringsmdjligheter for att modellera
palitlighetshot orsakade av organisatoriska fordndringar som leder till post-
normala olyckor i AR-utrustade sociotekniska system. Dessa nya modeller-
ingsmojligheter tillhandahélls genom metamodelltilligg. Tilliggen anvinds
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for att utoka analystekniker for att mota kraven for AR-utrustade sociotekniska
systemanalyser med hénsyn till sidkerhetsstandarder och postnormala olyckor.
For att uppna detta identifierar vi palitlighetshot som leder till postnormala
olyckor genom nya modelleringselement, som utgdr en utdkning av SafeCon-
cert, en konceptuell metamodell for modellering av sociotekniska system, och
dess AR-relaterade tilligg. Den utokade metamodellen anvinds sedan for att
forstdrka en riskanalysteknik som anvinds for socioteknisk systemanalys. Vi
foreslar en tillforlitlighetsanalysprocess for att analysera beteendet hos AR-
utrustade sociotekniska system. Baserat pa modellerings- och analysutdknin-
garna foreslar vi ett sikerhetscentrerat ramverk for riskbeddmning av AR-
utrustade sociotekniska system och tillimpar det inom tva olika doméner. Forst
genomfor vi en fallstudie inom fordonsomradet i samarbete med var indus-
triella partner och visar hur de nodvéndiga aktiviteterna i de relaterade siker-
hetsstandarderna stods av olika steg i vart ramverk. Sedan anvinder vi ett
digitaliserat sociotekniskt fabrikssystem i robotdoménen, som innehaller bade
organisatoriska och tekniska forindringar, for att utvirdera giltigheten och ef-
fektiviteten av vart ramverk for att fanga nya typer av olyckor pa grund av
tillforlitlighetshot orsakade av organisatoriska fordndringar och AR. Vidare
genomfor vi en systematisk litteraturstudie for att positionera véra bidrag och
for att jamfora vart arbete med andra relaterade verk (vi genomférde pre-
liminéra litteraturstudier i de inledande stegen, men i detta steg genomfor vi
en systematisk litteraturstudie for att positionera och jimfora vart arbete).
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Chapter 1

Introduction

Significant changes in organizations over the past twenty to thirty years be-
sides increasing usage of new technologies such as AR are on one hand im-
proving the system functioning, but on the other hand they may introduce new
kinds of risk. The theory of post normal accident [2], which is an extension
of normal accident theory [3], has highlighted the important changes in orga-
nizations over the last two to three decades. Based on this theory, technology
and task are more digitalized and standardized in comparison to 1980s, which
were automated. Organizational structures are more networked (externalized,
horizontal) in comparison to 1980s, which were more integrated (internalized,
vertical). In addition, organizational strategies are more financialized in com-
parison to 1980s, which were only industrial. Furthermore, environments are
more globalized and self-regulated, while they were national and state reg-
ulated during 1980s. Effect of these changes on humans and organizations is
not negligible and thus it is crucial to investigate it, since both human and orga-
nization take part as the socio entities of socio-technical systems. Furthermore,
global distance metric [4] is a metric for capturing new influencing factors on
human communication and collaboration. Global distance is defined as dis-
tances in geographical, temporal and cultural features of people working in an
organization [5]. It is now well established that these new influencing factors
affect on human and system performance [6]. There is a need to address these
factors originated in recent changes by strengthening current risk assessment
techniques along with considering related safety standards.

In order to perform safety-centered risk assessment in AR-equipped socio-
technical systems, we review safety standards in addition to the risk assess-
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ment techniques in the literature. Based on the standard ISO 31000:2018 [7],
which is a general standard in risk management, risk is “effect of uncertainty
on objectives” and effect is “deviation from the expected”. Risk is “usually ex-
pressed in terms of risk sources, potential events, their consequences and their
likelihood”. According to ISO 26262 [8], the automotive standard for func-
tional safety, risk assessment is a “method to identify and categorize hazardous
events of items and to specify safety goals and ASILs (Automotive Safety In-
tegrity Level) related to the prevention or mitigation of the associated hazards
in order to avoid unreasonable risk”. The focus in this standard is on risks em-
anated from malfunctions of electrical and/or electronic (E/E) system. In con-
trast, ISO 21448:2022 [9], defined as safety of the intended functionality (SO-
TIF), addresses risks due to hazards resulting from functional insufficiencies of
the intended functionality or its implementation. This standard considers risks
emanated from non-technical behaviors, such as operator’s incorrect deciding
which may lead to system risk. In this standard ASIL is not determined, how-
ever severity and controllability are determined and qualitative analysis is used
to define safety measures to improve the SOTIF [9].

Modeling the system entities and their behavior plays a vital role in risk
assessment. UML (Unified Modeling Language)'-based metamodels are the
most widely used groups of metamodels and have been extensively used for
defining constructs required for modeling system entities and their important
aspects. SafeConcert [10] is a conceptual metamodel proposed for modeling
socio-technical systems. This metamodel is implemented as part of CHESS
ML (CHESS Modeling Language) [11], which is a UML-based modeling lan-
guage in CHESS framework [12]. Effects of Augmented Reality (AR) as a new
technology on human and organizational factors and their modeling have been
explored in our previous studies [13] [14].

So far, an integrated framework for risk assessment of AR-equipped socio-
technical systems has not been proposed in compliance with safety standards
considering post normal accidents. More specifically, there are no investiga-
tions into the effects of organizational changes leading to post normal accidents
on modeling and analysis of system behavior in compliance with safety stan-
dards. Current frameworks do not contain modeling and analysis constructs
for modeling and analyzing dependability threats leading to post normal acci-
dents. In addition, there has been little investigation about modeling and analy-
sis capabilities of current techniques for risk assessment of systems containing
augmented reality and if the proposed assessment activities support safety stan-
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dards.

The objectives of this research are investigating the effects of the new or-
ganizational changes on modeling and updating available metamodels to en-
able capturing dependability threats leading to post normal accidents in AR-
equipped socio-technical systems. In addition, we provide a process for de-
pendability analysis to be used for risk assessment of AR-equipped socio-
technical systems. Then, we propose a safety-centered risk assessment frame-
work based on the modeling and analysis extensions and we validate it by con-
ducting two case studies in two different domains. We use an industrial case
study for verifying the modeling and analysis capabilities of the framework in
capturing risks caused by AR-related dependability threats in automotive do-
main. Moreover, we apply our framework in socio-technical robotic manufac-
turing to demonstrate applicability and effectiveness of our contributions in a
new domain with respect to considering effects of AR, organizational changes
and provided support for safety standards. Finally, we explore literature and
provide a positioning and comparison of our proposed framework with other
related work through a systematic literature review.

More specifically, in the first step, we extract the new influencing factors
on system behavior based on post normal accident theory and global distance
metric, and we integrate these factors in the SafeConcert, which is a conceptual
metamodel for modeling AR-equipped socio-technical systems.

In the second step, we propose an extension for a synergy of qualitative and
quantitative dependability analysis technique. The extension is based on mod-
eling extensions related to effects of AR and new organizational changes. It is
also based on Concerto-FLA analysis technique [15], which is implemented as
Eclipse plugin for dependability analysis and risk assessment in CHESS project
[16]. We use SafeConcert metamodel and Concerto-FLA analysis technique,
because they include constructs for integrating concepts of socio-technical sys-
tems. In order to include concepts related to effects of AR and organizational
changes we propose modeling extensions to model dependability threats re-
lated to AR and organizational changes. Then, we provide a safety-centered
risk assessment framework for AR-equipped socio-technical systems contain-
ing modeling and analysis phases in compliance with safety standards consid-
ering post normal accidents.

In the third step, we evaluate our contributions by applying our proposed
framework in two different domains. We conduct a case study in automotive
domain and we show how different steps of the framework can support required
activities in ISO 26262 and SOTIF safety standards. In addition, we apply the
framework in robotic domain to demonstrate the applicability and effectiveness



6 Chapter 1. Introduction

of our contributions in robotic domain with respect of effects of AR and orga-
nizational changes. We show how different steps of the framework can support
required activities in robotic safety standards.

Finally, we conduct a systematic literature review and explore literature to
position our contributions and to compare our contributions with other related
studies.

We focus on AR-equipped socio-technical systems because of the context
of the ImmerSAFE project [1] and also due to the increased AR applications.
We use safety standards from automotive domain because most of our exam-
ples are from automotive domain. However, it is possible to use our contri-
butions in other domains as we show it in the second application which is in
robotic domain.

The resulting research efforts aim at planting the seeds for formal practices
in the context of AR-equipped socio-technical risk assessment considering new
post normal accidents which can be beneficial for development of tools that
support safety analysts moving towards more comprehensive and finally auto-
mated risk assessments.

1.1 Thesis Outline

We organize this thesis in two parts. In the first part, we summarize the re-
search as follows: In Chapter 2, we recall essential background and prior work.
In Chapter 3, we present the research summary. In Chapter 4, we describe the
specific research contributions of this thesis. In Chapter 5, we discuss related
work. Finally, in Chapter 6, we present conclusions and future work. The sec-
ond part is a collection of the papers included in this thesis. We present a brief
overview of the included papers.

Paper A: A Metamodel Extension to Capture Post Normal Accidents in AR-
equipped Socio-technical Systems, Soheila Sheikh Bahaei, Barbara Gallina.
In Proceedings of the 31th European Safety and Reliability Conference (ES-
REL), Research Publishing, Singapore, September 2021.

Abstract: In the past twenty to thirty years, organizations have extremely
changed and these changes in addition to technological changes such as use
of augmented reality (AR) introduce new system risks. Post normal accidents
theory describes that organizations are more globalized and digitalized and are
formed as networks of organizations, which would lead to post normal acci-
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dents such as network failure accident. In addition, it states that strategies
and organizational structures are more financialized and networked respec-
tively and technology and task are more digitalized and standardized. These
organizational factors affect also on human performance. Organization and hu-
man are considered as the socio parts of socio-technical systems. Metamodels
should provide the modeling elements required for modeling human and orga-
nizational factors in new AR-equipped socio-technical systems. Current meta-
models do not consider factors that would lead to post normal accidents. In
this paper, we elaborate the theory of post normal accidents and we extract the
influencing factors leading to post normal accidents. We also consider global
distance including geographical, temporal and cultural distances, as an influ-
encing factor on human performance. Then, we use the extracted influencing
factors for extending modeling elements in our previously proposed conceptual
metamodel for modeling AR-equipped socio-technical systems. Our proposed
extended metalmodel can be used by analysis techniques in order to perform
risk assessment for AR-equipped socio-technical systems.

My contribution: I was the main author of the paper under the supervision
of the co-author. My specific contributions included extracting the influencing
factors leading to post normal accidents and influencing factors based on global
distance and using them for proposing new modeling elements. Both authors
contributed equally in discussions and developing the paper contribution. The
co-author contributed with reviews and comments for preparing the paper and
suggestions for improvements.

Paper B: A Case Study for Risk Assessment in AR-equipped Socio-techn-
ical Systems, Soheila Sheikh Bahaei, Barbara Gallina and Marko Vidovi¢.
Journal of Systems Architecture (JSA), Elsevier, October 2021.

Abstract: Augmented Reality (AR) technologies are used as human-machine
interface within various types of safety-critical systems. Several studies have
shown that AR improves human performance. However, the introduction of
AR might introduce risks due to new types of dependability threats. In order
to avoid unreasonable risk, it is required to detect new types of dependabil-
ity threats (faults, errors, failures). In our previous work, we have designed
extensions for the SafeConcert metamodel (a metamodel for modeling socio-
technical systems) to capture AR-related dependability threats (focusing on
faults and failures). Despite the availability of various modeling techniques,
there has been no detailed investigation of providing an integrated framework
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for risk assessment in AR-equipped socio-technical systems. Hence, in this
paper, we provide an integrated framework based on our previously proposed
extensions. In addition, in cooperation with our industrial partners, active in the
automotive domain, we design and execute a case study. We aim at verifying
the modeling and analysis capabilities of our framework and finding out if the
proposed extensions are helpful in capturing system risks caused by new AR-
related dependability threats. Our conducted qualitative analysis is based on
the Concerto-FLA analysis technique, which is included in the CHESS toolset
and targets socio-technical systems.

My contribution: I was the main author of the paper under the supervision of
the second co-author. My specific contributions included preparing the frame-
work, designing and executing the case study and writing the paper. The second
co-author contributed to the design of the paper, provided reviews, comments
for improving the paper and suggestions/ideas on how to accomplish the task.
The third co-author contributed with reviews and comments for providing the
model based on the system used in their company.

Paper C: Towards Qualitative and Quantitative Dependability analysis for
AR-equipped Socio-technical Systems, Soheila Sheikh Bahaei and Barbara
Gallina. In Proceedings of the Sth International Conference on System Re-
liability and Safety (ICSRS), IEEE, November 2021.

Abstract: Augmented Reality technologies are becoming essential compo-
nents in various socio-technical systems. New kinds of risks, however, may
emerge if the concertation between AR, other technical components and socio-
components is not properly designed. To do that, it is necessary to extend
techniques for risk assessment to capture such new risks. This may require
the extension of modeling languages and analysis techniques. In the literature,
modeling languages have been already extended by including specific language
constructs for socio aspects in relation to the AR-impact. No satisfying con-
tribution is available regarding analysis techniques. Hence, to contribute to
filling the gap, in this paper, we propose an extension of previously existing
analysis techniques. Specifically, we build on top of the synergy of qualita-
tive and quantitative dependability analysis techniques and we extend it with
the capability of benefiting from AR-related modeled aspects. In addition, we
apply our proposed extension to an illustrative example. Finally, we provide
discussion and sketch future work.
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My contribution: I was the main author of the paper under the supervision
of the co-author. My specific contributions included providing the extension
for analysis technique, applying it on an example and writing the paper. The
co-author contributed by providing ideas on developing the paper contribution
and by providing reviews and comments for improving the paper.

Paper D: Technical Report on Risk Assessment of Safety-critical Socio-tech-

nical Systems: A Systematic Literature Review, Soheila Sheikh Bahaei and

Barbara Gallina. Technical Report, ISRN MDH-MRTC-345/2022-1-SE, Milar-
dalen Real-Time Research Center, Milardalen University, December 2022.

Abstract: One of the most important activities to ensure safety of safety-
critical (socio-technical) systems is risk assessment. To facilitate this activity,
various techniques have been proposed for e.g., modeling and analyzing the be-
havior and the interactions of system entities. In addition, standards have been
developed to collect best practices for conducting such activity. What is still
lacking is a comprehensive and systematic literature review (SLR) character-
izing works on risk assessment of safety-critical socio-technical systems based
on the evolution of the conceptualization of socio-technical systems including
organizational and technological changes such as digitalization/globalization,
inclusion of augmented reality (AR), evolution of safety standards and safety
perspectives. Hence, to be able to investigate the current status of the topic,
in this paper, we undertake a SLR of primary studies reporting techniques for
risk assessment of safety-critical socio-technical systems. More specifically,
we identify and review the available risk assessment techniques and we char-
acterize and analyze them based on how they conceptualize technical and so-
cio aspects, their orchestration, organizational and technological changes, AR
effects, risk assessment process, their safety perspective, modeling formality,
type of analysis, tool support, application domain and supported standards.
Finally, we also provide our findings and possible future works based on the
analysis of the primary studies, their potential applications and their challenges.

My contribution: I was the main author of the paper under the supervision
of the second co-author. My specific contributions included conducting the
systematic literature review and writing the paper. The second co-author con-
tributed to the design of the paper, provided reviews, comments for improving
the paper and suggestions/ideas on how to characterize the works and research
questions.
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Paper E: Technical Report on Assessing Risk of AR and Organizational
Changes Factors in Socio-technical Robotic Manufacturing, Soheila Sheikh
Bahaei and Barbara Gallina. Technical Report, ISRN MDH-MRTC-346/2022-
1-SE, Milardalen Real-Time Research Center, Milardalen University, Decem-
ber 2022.

Abstract: Technological changes such as the use of Augmented Reality (AR)
along with the advent of new organizational changes such as digitalization are
on the one hand positively changing the way of working but on the other hand
they are introducing new risks, potentially leading to not only normal but also
post-normal accidents. In our previous work, we have incrementally proposed
a novel framework called FRAAR for risk assessment of AR-equipped socio-
technical systems (i.e., systems integrating human, organisational and technical
entities). We have also partly evaluated our framework via an industrial auto-
motive case study and by providing comparison and positioning with respect to
other related works in a systematic literature review. In this paper, we conduct
a new study to evaluate the applicability and effectiveness of our framework in
a different domain. To do that, we choose a digitalized socio-technical factory
system, focusing on the human-robot collaboration for a realistic diesel engine
assembly task using AR-based user interface. Finally, we discuss about valid-
ity of our work and we provide our findings and possible future works.

My contribution: I was the main author of the paper under the supervision
of the second co-author. My specific contributions included conducting the
study and writing the paper. The second co-author provided reviews, com-
ments for improving the paper and suggestions/ideas on how to develop the
paper contribution and how to evaluate the work.



Chapter 2

Background and Prior Work

This section introduces the background required by the current research, help-
ing in the understanding of its content. Section 2.1 provides fundamental def-
initions for risk assessment and dependability. Section 2.2 presents organi-
zational changes and Section 2.3 provides an overview of augmented reality.
Then, Section 2.4 recalls safety standards. Section 2.5 provides an overview
of risk assessment in AR-equipped socio-technical systems containing mod-
eling AR-equipped socio-technical systems using AR-related extensions and
analyzing system behavior. Finally, Section 2.6 presents Goal Question Metric
approach (GQM), which is a method for measuring based on specific purpose.

2.1 Fundamental Definitions for Risk Assessment
and Dependability

In this section, we provide some fundamental definitions for risk assessment
and dependability that will be used during the research.

Based on the definition provided by Aven, risks are “consequences and
uncertainties.” [17] and risk analysis is a “tool for dealing with uncertainty”.
Lowrance defines risk as a measure of probability and severity of adverse ef-
fects [18]. Based on ICH (International Conference on Harmonization) guide-
lines [19], risk assessment consists of risk identification, risk analysis and risk
evaluation. Risk identification deals with identifying the risks. Risk analysis
deals with assigning likelihood and severity to identified risks and risk evalua-
tion deals with comparing the identified and analyzed risks against risk criteria

11
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to determine whether residual risk is tolerable. According to ISO 26262 [§]
standard, risk is “combination of the probability of occurrence of harm and the
severity of that harm”. Risk assessment is a “method to identify and categorize
hazardous events of items and to specify safety goals and ASILs (Automotive
Safety Integrity Level) related to the prevention or mitigation of the associated
hazards in order to avoid unreasonable risk”. Based on society for risk analy-
sis glossary [20], risk assessment is a “systematic process to comprehend the
nature of risk, express and evaluate risk, with the available knowledge”. Our
study is based on ISO 31000: 2018 [7] standard, which is a generic approach
and is not for a specific domain. Based on this standard, risk means “effect of
uncertainty on objectives” and effect is “deviation from the expected”. Risk
is “usually expressed in terms of risk sources, potential events, their conse-
quences and their likelihood”.

Risk assessment can be used for measuring dependability [21]. Based on
dependability terminology provided by Avizienis et al. [21]:

* System is “an entity that interacts with other entities, i.e. other systems, in-
cluding hardware, software, humans, and the physical world with its natural
phenomena”.

 System function is “what the system is intended to do”.

* Correct service “is delivered when the service implements the system func-
tion”.
* Service failure or failure is “an event representing a transition (a deviation)

from correct service to incorrect service” (shown in Figure 2.1).

* Human failure is deviation from correct human function to incorrect human
function.

* Error “is the part of the total state of the system that may lead to its subse-
quent service failure” (shown in Figure 2.1).

e Fault is “the adjudged or hypothesized cause of an error” (shown in Fig-
ure 2.1). It would be internal, if it is emanated from system itself or external,
if it is emanated from other systems.

* Failure mode is a form in which a failure may manifest itself. In literature
[22], service’s failure modes have been categorized based on:

1. Provisioning
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— Omission: No output is provided.
— Commission: Output is provided when not expected.
2. Timing
— Early: Output is provided too early.
— Late: Output is provided too late.
3. Value
— Coarse: The output is not within the expected range of values and
user can detect this deviation.

— Subtle: The output is not within the expected range of values and
user cannot detect this deviation.

\

- - ~=

pa = \
) > Error | > Failure
[External / Internal Fault Sctivation > _Error oropagation > Failure

[ ] System boundary Q Vvalid states
—» Transition . Erroneous states
_J: Deviation () Dependability threats

Figure 2.1: Causality chain among threats (adapted from [23])

Based on Avizienis et al. terminology [21], dependability threats are faults,
errors and failures and as we explained, fault is cause of error and error is
cause of failure. If there are service failures more frequently or more severely
than acceptable, then this can be called failure in dependability. Based on
definitions provided for risk and dependability threats, we can conclude that
dependability threats are risk sources. Hazard is defined as “a circumstance
which can lead to damage” [24] and standard ISO 12100:2010 [25], which
is a standard for safety of machinery, defines hazard as “potential source of
harm”. For example, unexpected movement of a robot while collaborating
with a human worker is a hazard. If the risk associated with the hazard is un-
acceptable then safety requirements should be defined. Thus, we can conclude
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that dependability threats are hazard causes and hazard analysis is analysis of
consequences of dependability threats, e.g. failures which are risk sources.

The causality chain of dependability threats, hazard and harm is shown
in Figure 2.2. As it is shown in this figure, dependability threats can lead to
hazards, which are associated with a specific risk and hazard can lead to harm
(sometimes referred to as accident).

e " . —— | Hazard Harm
Fault activate )| Error propagate ) Failure generate ) canlead to ) e
(Accident)

association

Risk

Dependability threats

Figure 2.2: Relationships between dependability threats, hazard, risk and harm

Safety can be interpreted as “without unacceptable risk” and high level of
safety means low level of risk [20]. Regarding approaches and other practices
for performing risk assessment/safety analysis/hazard analysis, it is worth to
mention that a discussion about the validity of basic approaches is ongoing
since 2015. This discussion has led to the introduction of specific labels, i.e.,
Safety I, Safety II, and Safety Il to categorize different practices. A compar-
ison between these labels or safety perspectives is shown in Table 2.1. Safety
I is defined by Erik Hollnagel as the “condition where the number of adverse
outcomes (e.g., accidents, incidents and near misses) is as low as possible”
[26]. Erik Hollnagel believes that what is done in industry to prevent acci-
dents is based on this definition. To overcome the current limitations caused
by increasing the complexity and demands of new systems, he proposes Safety
Il defined as the “condition where the number of acceptable outcomes is as
high as possible. It is the ability to succeed under varying conditions” [26].
On the other hand, Nancy Leveson disagrees about the existence of Safety [
and she believes there is no unique approach used in all industries. She be-
lieves Safety I1 is not effective and has been used in the past. Accordingly, she
proposes Safety III as the “freedom from unacceptable losses as identified by
the system stakeholders. The goal is to eliminate, mitigate, or control hazards,
which are the states that can lead to these losses” [27]. In summary, based on
[28], in Safety I there is special focus on malfunctions or failures of specific
components such as technical, human and organizational components leading
to system accidents or losses and the aim is to identify and manage hazards
and their consequences. In Safety I, there is special focus on human role and
the aim is to ensure as many things as possible go right. In Safety III, there is
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special focus on interactions and the aim is to control hazards leading to unac-
ceptable losses by enforcing safety-related constraints. Based on [27], Safety
I is not reactive as described in [26] and the reason is that everyone learns
from accidents and use them for improving safety and controlling system in
the future. Thus, it contradicts with the definition of reactive, which means
acting in response to a situation rather than controlling it. In [27], safety engi-
neering today is also introduced and it is discussed that what is done in safety
engineering today is quite different from safety I, safety Il and safety III. In
safety engineering today, the purpose is to identify the linear chain of events
and there is special focus on root cause of an accident, while in safety II1, lin-
ear causality is not assumed and there is no root cause. It also discusses about
safety Il and explains that it is linear because of the existence of causality as
a chain (sequence) of events while each event is defined by a necessary and
sufficient relationship with a preceding event. In addition, it is explained that
safety I mostly concentrates on human, while the system design seems to be
ignored. In contrast, safety I1] is based on system theory and considers human
as part of system containing technical and other aspects. It also emphasizes on
interactions between components that would act as causes of hazards.

Table 2.1: Comparison between safety perspectives

f L . T f
Safety . Definition Defined by Special focus on ype 0. assumed
Perspective causality
condition where the num- malfunctions  or

Safety 1 ber of adverse outcomes is | Erik Hollnagel failures of spe- | Linear
as low as possible cific components
condition where the num-

Safety IT ber of acceptable outcomes | Erik Hollnagel human role Linear
is as high as possible
freedom from unaccept-

Safety III able losses as identified by | Nancy Leveson | interactions Non Linear
the system stakeholders
freedom from unaccept-
able losses as identified by

Safety .

. . the stakeholders, but may root cause of an .
CNEMCETNE | o Gefined in terms of ac- Nancy Leveson accident Linear
today ceptable risk or ALARP in

some fields

Our perspective is more close to the safety engineering today perspective
and the reason is that we consider linear chain of events and the root causes of
an accident. However, we consider failures of technical components, human,
organization and their interactions in the risk assessment process.
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2.2 Organizational Changes

New organizational changes in the last two to three decades have been sources
of new accidents which are called post normal accidents. In this subsection, we
recall information about Post Normal Accident theory [2], which is an exten-
sion for Normal Accident (NA) theory [3]. In addition, we recall information
about global distance metric and how it affects on system behavior.

2.2.1 Post Normal Accident Theory

Post normal accident theory [2], which is an extension for normal accident
theory [3], is proposed by Jean-Christophe Le Coze. Perrow’s normal accident
theory argues that in tightly complex systems accidents are unavoidable or nor-
mal. Four analytical categories are also argued by Perrow to provide strong
understanding of the situations which happen in organizations. These four cat-
egories are technology and task, structure, goal (later updated to strategy by
Jean-Christophe Le Coze) and environment. Post normal accident theory ar-
gues that because of advent of new notions such as globalization, an update or
adaptation for normal accident theory is required. In this theory, goal category
is updated to strategy and features of the four categories (environment, strategy,
structure, technology and task) are compared during 1980s and 2010s (Shown
in Figure 2.3). Post normal accident theory, illustrates implications of trends
such as digitalization, standardization, financialization and self-regulation on
these four layers.

It discusses that environment was national and state regulated during the
time normal accident theory was proposed (1980s). However, it is more glob-
alized and self-regulated during 2010s. Based on definition provided in [29],
globalization refers to “extended financial environment and greater exposure,
worldwide competition, work and labour flexibility, incentives to breakdown
vertical structures to gain flexibility through novel and expanding ICT net-
worked infrastructure, normalized practices and dependence on a growing ser-
vice activity (e.g. consulting)”. Self-regulation refers to “industry regulating
itself through the production of its own standards and internal control”.

Strategy was more industrial during 1980s, while it is more financialized
and industrial during 2010s. Financialization refers to “increasing the influ-
ence of financial actors (e.g. hedge funds) in companies’ managerial decision-
making processes”.

Structure was more integrated during 1980s, while it is more networked
during 2010s.
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Analytical Features based | Features based on
categories on NA (1980s) Post NA (2010s)
. National & state Globalized & self-
Environment
regulated regulated
\\ . Financialized and
Strategy Industrial Industrial
R Structure Integrated Networked
(internalized, vertical) (externalized, horizontal
'\ Technology and Digitalized &
task Automated standardized

Figure 2.3: Post normal accident theory [2]

Finally technology and task were more automated during 1980s, while they
are more digitalized and standardized during 2010s. Digitalization refers to
“the progressive replacement or extension of human activities by a combina-
tion of ICT systems and machines (or robots) which can perform an increas-
ingly wide range of manual and cognitive tasks more and more independently”.
Standardization refers to “widespread management principles promoted by
outsourcing and self-regulation, consulting firms and certification schemes for
global markets”.

As it is discussed in [29], recent changes introduce new safety challenges
and besides their provided progress, they may be source of harm. It is also
stated that looking into new categories of system risks is required as a comple-
mentary perspective for the study.

2.2.2 Global Distance

Global distance metric [4] has been suggested by Noll and Beecham, for global
distance measurement between distributed sites on Global Software Develop-
ment (GSD) [30]. Geographic, temporal and cultural distances are considered
and quantified in this metric [5]. For example, for organization buildings in dif-
ferent countries a higher impact value is considered in comparison to buildings
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in the same region or in the same campus. Similarly, for temporal and cultural
distance different impact values are considered. It is also discussed that global
distance would obstruct the communication among people in distributed teams.

In [31], an evaluation is designed to test cultural difference in understand-
ing graphical symbols such as icons used in technological devices. US and
Swedish subjects are evaluated and the results show that culture influences on
their certainties for graphical symbol understanding. In [32], empirical evi-
dence is provided showing that geographical proximity influences on social in-
teractions and these effects even have increased by IT revolution. In [33], it is
discussed that temporal distance influences on information diffusion processes
in social and technological networks.

Based on these studies, global distance can be considered as an influencing
factor on human performance. For example, a safety manager would live in a
country with a culture that human safety is not so critical, while for another
safety manager, it is highly critical based on the culture of the country he is
living in. Thus, there would be some misunderstanding in discussions between
these two people, if they work in two different buildings of a same organization
located in different countries.

2.3 Augmented Reality

Augmented reality is any kind of extra information superimposed to reality and
provided to user [34]. It would be visual, haptic, auditory, etc. For example, vi-
sual augmented reality refers to using graphics and digital content to juxtapose
with what an individual is seeing in real-time [35]. However our research is not
limited to visual augmented reality, we use visual augmented reality as an ex-
ample throughout the research, because it is more apprehensible. AR displays
can be categorized to three types including head-worn, hand-held and spatial.
Head-worn displays are attached to the head, hand-held displays are displays
that can be used by hand like mobile phones and spatial displays are placed
in the environment like head-up displays (HUDs) [36]. HUD is “any transpar-
ent display that presents data without requiring users to look away from their
usual viewpoint” [37]. For example, Figure 2.4 shows an example of using
augmented reality information illustrating navigation information with the aim
of increasing driving efficiency and driver reaction time.

Using augmented reality can improve user awareness and reaction time
efficiency, meanwhile it can increase cognitive-processing or distract the driver
[39], for example, if it covers important parts of the real world view of the



2.4 Safety Standards 19

Figure 2.4: Using AR on head up display to show navigation information [38]

driver.

In [40], augmented reality is used in a driver simulator study with 88 par-
ticipants and results show that visual warnings increase driver performance.
Augmented reality can contribute to treatment of several mental and physi-
cal disorders [41] and for jobs with demanding situations and repetitive tasks,
which threaten mental and physical health, AR can be used to upkeep mental
and physical healthy state [42]. Neurological effects of AR, earned by brain-
imaging technology show that brain cognitive activity increases and memory
encoding is 70% higher while using AR [43]. AR integrates elements from
virtual reality with elements from real world [44] leading to improvement in
training by providing interactive ways for engaging learners and motivating
them to have a better experience through the augmented environment [45].

Augmented reality may introduce new types of dependability threats. For
example, if the expected improvement is not gained through AR because of
distracting the user. AR affects on interpersonal communications and decreases
social presence [46], which would lead to risk.

2.4 Safety Standards

IEC 61508 [47] is the primary functional safety standard for electrical, elec-
tronic and programmable electronic (E/E/PE) safety-related systems. Domain-
specific standards are proposed for different domains based on IEC 61508 stan-
dard. For example, ISO 26262 [8] is proposed as an adaption of IEC 61508 for



20 Chapter 2. Background and Prior Work

automotive electric/electronic systems. ISO 10218 [48] is proposed as an adap-
tion of IEC 61508 for Robots. Subsection 2.4.1 provides detail information
about ISO 26262, SOTIF, SEooC and SAE, which are standards and taxon-
omy in automotive domain. Then, Subsection 2.4.2 provides detail informa-
tion about safety standards and technical specification in robotic domain used
in this thesis.

24.1 IS0 26262, SOTIF, SEooC and SAE

ISO 26262 [8] is a functional safety standard that provides the set of activities
that should be performed during the safety lifecycle of safety-related systems.
This standard specifies risk due to malfunctioning behavior of items. On the
other hand, ISO/PAS 21448-SOTIF [9] is the standard for specifying risks due
to other types of hazardous behavior related to functional insufficiencies of the
intended functionality or its implementation. ISO 26262 and SOTIF addresses
complementary aspects of safety. For example, the E/E random hardware faults
are addressed in ISO 26262 and lack of driver attention while driving a car is
addressed in SOTIF. In ISO 26262, ASIL (Automotive Safety Integrity Level)
is determined and used for applying the requirements to avoid unreasonable
residual risk. ASIL specifies item’s necessary safety requirements to achieve
an acceptable residual risk. Residual risks are remaining risks after using safety
measures. An ASIL value is one of four levels (A-D) and it is determined based
on three factors: severity, exposure and controllability. The severity factor in-
dicates class of severity in case of hazard occurrence and it is classified from 0
to 3 (shown by S0-S3). S3 shows the category with the highest severity and it
is related to situations with life threatening injuries. The exposure factor indi-
cates class of probability of exposure with respect to operational situations and
it is classified from O to 4 (shown by E0-E4). E4 shows the category with the
highest probability of exposure (exposure duration more than 10% of average
operating time). The controllability factor indicates the class of driver control-
lability and it is classified from O to 3 (shown by C0-C3). C3 shows the cat-
egory with the highest controllability (more than 99% of drivers can control).
ASIL classification based on these three factors is shown in Figure 2.5. QM
(quality management) shows that no safety requirement is necessary. ASIL
value A shows the lowest safety requirements and ASIL value D shows the
highest safety requirements.

Safety element out of context (SEooC), introduced by ISO 26262, refers
to an element that is not defined in the context of a special vehicle, but it can
be used to make an item, which implements functions at vehicle level. For ex-
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Figure 2.5: ASIL classification [49]

ample, system controller can be an SEooC. It can be a system, a combination
of systems, a subsystem, a software/hardware component or a part. SEooC
is based on ISO 26262 safety process and information regarding system con-
text such as interactions and dependencies on the elements in the environment
should be assumed [50].

The SEooC development contains 4 main steps:

1. (a) Definition of the SEooC scope: assumptions related to the scope,
functionalities and external interfaces of the SEooC should be de-
fined.

(b) Definition of the assumptions on safety requirements for the SEooC:
assumptions related to item definition, safety goals of the item
and functional safety requirements related to SEooC functionality,
which are required for defining technical safety requirements of the
SEooC should be defined.

2. Development of SEooC: based on the assumed functional safety require-
ments, technical safety requirements are derived and then SEooC is de-
veloped based on ISO 26262 standard.

3. Providing work products: work products are documents that show the
fulfilled functional safety requirements and assumptions on the context
of SEooC.

4. Integration of the SEooC into the item: safety goals and functional safety
requirements defined in item development should match with assumed
functional safety requirements for the SEooC. In case of a SEooC as-
sumption mismatch, change management activity based on ISO 26262
standard should be conducted.
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The process required for improving the intended functionality to ensure
safety includes eight activities. Possible interactions between these activities
and ISO 26262 activities and SEooC are shown in Figure 2.6.

Methodology and Criteria
for SOTIF Release

Definition of the Verification and gy

Element
out-of-Context

System Level

Assumption on:

e Functional Safety
Requirements SEooC Integration:

e Item Design e  Establishing Validity
(Component Context) SEooC Development on HW/SW Level of Assumptions

Y.
X
v

A

Out-of-context In-context

W 150 26262 Process

SOTIF Process

Figure 2.6: Alignment of SOTIF activities to ISO 26262 activities and SEooC
(adapted from [50] and [51])

Safety process of the ISO 26262 standard starts with concept phase con-
taining item definition, hazard analysis and risk assessment and functional
safety concept [50]. An item implements a vehicle level function. In item
definition the main objective is defining items. Defining items requires defin-
ing the dependencies and interactions with environment. Then, related hazards
should be identified and functional safety requirements should be obtained. In
SEooC, assumptions related to the system context are the main output of the
concept phase. Functional safety concept includes providing functional safety
requirements. Output provided by Functional safety concept is used by techni-
cal safety concept. Technical safety concept includes defining technical safety
requirements and system design. Then, hardware and software development
should be done based on technical safety concept. HW/SW development can



2.4 Safety Standards 23

be done based on assumptions provided in concept phase. Next steps in the
process are verification test, validation test and functional safety assessment.
In SEooC, these steps require establishing validity of assumptions.

SOTIF process starts with functional and system specification. In this step
the main objective is providing functional description and considerations on
system design and architecture. Then, potential hazardous events should be
identified in SOTIF related hazard identification and risk evaluation. If the
harm is possible for the identified potentially hazardous events, then analysis
of their triggering events should be conducted (identification and evaluation of
triggering events). Functional modification is the next activity for avoiding the
hazards or for reducing the resulting risk (functional modification to reduce SO-
TIF risk). Next activities are verification and validation strategy specification
(definition of the verification and validation strategy) and then in verification
and validation activities arguments are provided to illustrate that the residual
risk is below acceptable level by testing on various known and unknown sce-
narios (verification of SOTIF validation of SOTIF). Finally, SOTIF activities
should be reviewed and evaluation on residual risk should be performed based
on the verification and validation results and specified criteria (Methodology
and criteria for SOTIF release).

Based on the taxonomy and definitions related to driving automation sys-
tems for on-road motor vehicles performing part or the entire dynamic driving
task (DDT) on a sustained basis, there are six levels of driving automation.
SAE level 0 refers to no driving automation and SAE level 5 refers to full
driving automation [52]. These levels with description and example are shown
in Figure 2.7. Assessing human factor in driver-vehicle interface is not only
important on lower SAE levels, but also on higher levels because of the im-
portance of safe transition between automated and non-automated vehicle op-
eration [53]. In order to improve safety, various scenarios of driver/vehicle
interaction should be considered.

2.4.2 Robotic Safety Standards

There are five main relevant standards and technical specification for risk as-
sessment in human robot collaboration domain:

» ISO 12100:2010, Safety of machinery - General principles for design - Risk
assessment and risk reduction [25]

* ISO 10218-1:2011, Robots and robotic devices — Safety requirements for
industrial robots — Part 1: Robots [48]
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Figure 2.7: SAE levels of driving automation [54]

« ISO 10218-2:2011, Robots and robotic devices — Safety requirements for
industrial robots — Part 2: Robot systems and integration [55]

¢ ISO/TS 15066:2016, Robots and robotic devices - Collaborative robots [56]

» ISO 13849-1:2015, Safety of machinery — Safety-related parts of control sys-
tems - Part 1: General principles for design [57]

Based on standard ISO 12100:2010 [25] risk is “combination of the proba-
bility of occurrence of harm and the severity of that harm”. Severity of the harm
(S) is classified as S1 (for occasions with slight injuries which are reversible)
and S2 (for occasions with serious injuries or death which are irreversible).
Probability of occurrence of harm (P) is classified as P1 for occasions where
there is chance of avoidance or significant decrement in effects, otherwise it
is classified as P2. Based on standard ISO 13849-1:2015 [57], safety-related
PLr (required performance level) is determined based on severity of injury (S),
possibility of avoiding or limiting harm and probability of occurrence (P) and
frequency and/or exposure to hazard (F). Frequency and/or exposure to hazard
is classified as F1 for occasions with exposure time less than or equal to 1/20
of overall operating time or frequency of less than or equal to once per 15 min,
otherwise it is classified as F2. Determining the required performance level is
shown in Figure 2.8.

Standard ISO 10218-1:2011 [48], provides guidelines and requirements for
design, measures and use of industrial robots. Basic hazards are recognized for
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Figure 2.8: Determining required performance level based on [57]

industrial robots and industrial robot systems. However, it is discussed that the
numbers and types of hazards are different for various kinds of robots with dif-
ferent automation process and installation complexity. In addition, the sources
of the hazards are specific for each particular robot. Standard ISO 10218-
2:2011 [55], which is complementary part of ISO 10218-1:2011 specifies the
requirements for robot systems, integration and their installation. It also con-
tains significant hazards for robot and robot systems. However, other hazards
for specific applications must be addressed based on individual basis.

Based on technical specification ISO/TS 15066:2016 [56] collaborative op-
eration means “state in which a purposely designed robot system and an oper-
ator work within a collaborative workspace”. The aim of using collaborative
robots is to integrate the competencies of robots such as repetitive performance,
precision, power and endurance with the skills and abilities of human. Tradi-
tional applications prevented human intervention during the robot activity and
it caused lower speed and not being able to automate some operations. In order
to have collaboration between human and robot operations, it is essential to
consider safety related issues and assess the risk during the collaboration.

Based on standard ISO 12100:2010 [25], risk assessment is the process
containing risk analysis and risk evaluation. Risk analysis is the process con-
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taining defining the limits of the machine, identifying hazards and estimating
the risk. Risk evaluation is “judgment, on the basis of risk analysis, of whether
the risk reduction objectives have been achieved”. This process is more ex-
tended in ISO 10218-2: 2011 by considering robot system which contains
industrial robot, end-effector(s) and any supporting machinery, equipment or
sensors. In addition, task identification is considered during the risk assessment
process to determine the potential occurrence of hazardous situations. Finally,
in ISO/TS 15066:2016 the risk assessment is defined containing the following
actions:

* Risk analysis

— Determining the limits of the robot system (intended use and foreseeable
misuse)

— Identifying the hazards and associated hazardous situations

* considering robot related hazards
% considering hazards related to the robot system
% considering application related hazards

* identifying tasks

— Estimating the risk of each hazard and hazardous situation
* Risk evaluation

— Evaluating the risk and taking decision about necessity of reducing the
risk based on risk analysis results

In traditional robot system installations, it was not possible for human
to work in close proximity to robots unless the power of the robot was dis-
connected. Since in human robot collaboration they can operate in the same
workspace while the power of the robot is connected, it is of high importance
to take into account potential hazards and their related risk. Technical measures
for risk reduction are based on main principles defined in ISO/TS 15066:2016:
1) hazard elimination by design or hazard reduction by substitution. 2) pre-
venting the human to face the hazards or providing a safe state before human
come to the hazardous situation, 3) risk reduction during the interventions.
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2.5 Risk Assessment in AR-equipped Socio-tech-
nical Systems

In order to assess risk in AR-equipped socio-technical systems, it is crucial to
model the system and analyze its behavior based on the provided model. Sub-
section 2.5.1 contains essential background related to modeling socio-technical
systems and AR-related extensions. Then, Subsection 2.5.2 recalls essential
background related to analyzing socio-technical systems.

2.5.1 modeling AR-equipped Socio-technical Systems

There are different modeling languages in the literature for system modeling
to be used for risk assessment by proposing UML extensions. EAST-ADL?2
[58] extends UML and SysML (System Modeling Language) [59] and provides
modeling language for automotive domain. DAM (Dependability Analysis
Modeling) [60] also provides dependability modeling on UML profile, which
is coupled with MARTE (Modeling and Analysis of Real Time and Embedded
systems) [61]. We base our work on SafeConcert metamodel [10] because of
the support this metamodel provides for modeling socio-technical systems and
also because it is integrated within the AMASS platform [62], the first open-
source platform for supporting engineering and certification of safety-critical
systems [63].

SafeConcert [10] is a conceptual metamodel for modeling socio and techni-
cal entities in socio-technical systems. This metamodel is implemented as part
of CHESS ML (CHESS Modeling Language) [11], which is a UML-based
modeling language used in CHESS framework [64]. In SafeConcert meta-
model, software, hardware and socio entities can be modeled as components
in component-based systems representing socio-technical systems. SERA tax-
onomy [65] is used for modeling human and organization, which are the socio
entities of the system.

In [13], extensions are proposed for this metamodel in order to incorporate
AR related factors. As it is shown in Figure 2.9, AR-equipped socio-technical
system is a system which has augmented reality technology in addition to usual
socio and technical entities. This technology affects on human and organiza-
tion. Human using augmented reality would have extended capabilities, which
are required to be modeled in order to consider their failure behavior while do-
ing risk assessment. For example, with the use of augmented reality a person
can sense surrounding environment, thus surround sensing is an AR-extended
characteristic for human.
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AR-equipped socio-technical system entities
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Augmented reality
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AR-extended AR-related
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Figure 2.9: AR-equipped socio-technical system entities [13]

As it is shown in Figure 2.10, entities, their characteristics and their re-
lations are modeled using components, subcomponents and connectors. sub-
components of human and organization are selected based on SafeConcert hu-
man and organization modeling elements and AR-related modeling extensions.
The factors with gray color are the conceptual extensions. Organizational fac-
tors are based on several state-of-the-art taxonomies such as Rasmussen [66],
HFACS [67], SERA [65] and SPAR-H [68] and AR-related factors are added
based on studies and experiments on AR such as [44] and [45].

In [70], the human modeling elements are extended based on AREXTax,
which is an AR-extended human function taxonomy [71]. This taxonomy is
obtained by harmonizing about six state-of-the-art human failure taxonomies
(Norman [72], Reason [73], Rasmussen [66], HFACS (Human Factor Analysis
and Classification System) [67], SERA (Systematic Error and Risk Analysis)
[65], Driving [74]) and then extending the taxonomy based on various studies
and experiments on augmented reality. These extended modeling elements are
divided to four categories, shown in Figure 2.11. Three of these categories are
human functions including human process unit, human SA (situational aware-
ness) unit, and human actuator unit. The one other category is human fault
unit, which is related to human internal influencing factors affecting on human
functions. We explain these modeling elements in the next two paragraphs. In
the first paragraph we explain modeling elements related to human functions
and in the second paragraph we explain modeling elements related to human
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fault unit and also other fault categories. Extended modeling elements are
shown with white color and AR-stemmed modeling elements are shown with
dotted line border.

The extended modeling elements in human process unit, human SA unit,
and human actuator unit enable modeling of AR-extended human functions.
For example, detection failure, which represents a failure in defecting human
function, is a human failure introduced by several human failure taxonomies
such as Reason [73] and Rasmussen[66] taxonomies. Based on experiments
and studies on augmented reality including [75] and [76], detecting function
can be extended to surround detecting while using AR (surrounding infor-
mation would be augmented on real world view of the user by AR). Thus,
surround detecting can be considered as an extended subcomponent of hu-
man component; in other words surround detecting is an extended modeling
element proposed to be used for modeling and analyzing AR-equipped socio-
technical systems.
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Figure 2.11: Extended human modeling elements [13]

In [13], organization and human modeling elements are extended based
on AREFTax, which is a fault taxonomy including AR-caused faults [38].
This taxonomy is obtained by harmonizing about five state-of-the-art fault tax-
onomies (Rasmussen [66], HFACS [67], SERA [65], Driving [74] and SPAR-
H (Standardized Plant Analysis Risk Human Reliability Analysis)[68]) and
then extending the taxonomy based on various studies and experiments on aug-
mented reality. These extended modeling elements are shown in Figure 2.12
and human fault unit of Figure 2.11. Extended modeling elements are shown
with white color and AR-stemmed modeling elements are shown with dotted
line border. These extended modeling elements enable modeling of various
faults leading to human failures including AR-caused faults. Faults would be
caused by human, environment, organization, etc. Human related faults are
categorized as human fault unit of Figure 2.11 and non-human faults are cate-
gorized as three categories of organizational factors including organization and
regulation unit, environment unit and task unit. For example, failure in physi-
cal state of a human is a human internal fault leading to human failure. This is
shown as an extended human modeling element in human fault unit category
shown in Figure 2.11. Another example is condition, which is a non-human
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factor and it is categorized as extended modeling elements for organization
components shown in Figure 2.12. One example of the AR-extended modeling
elements is social presence shown in Figure 2.11. Based on studies on aug-
mented reality [46], using AR would decrease social presence and failure in
social presence can be considered as fault leading to human failure.
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Figure 2.12: Extended organizational modeling elements [13]

We use the extended SafeConcert for modeling the example shown in Fig-
ure 2.4. We can consider three composite components including human com-
ponent, organization component (road transport organization) and AR-HUD
component. We consider organization component also to take into account ef-
fect of organizational factors (such as environmental factors). Organizational
factors influencing human functioning are selected from extended SafeConcert
organization modeling elements shown in Figure 2.12. Our selected elements
are:

* Organization and regulation AR adoption: it refers to upgrading rules and
regulations of road transport organization based on AR technology [77].

¢ Condition: it refers to road condition.

* AR guided task: it refers to the task, which AR is used for guiding driver to
do that [78]. For example, if AR is used to guide driver to park the car more
safely, parking safely is the AR-guided task.

Organization component is affected by influences from regulation authori-
ties. In order to model these influences, we consider an input for the organiza-
tion component connected to system input (shown by REG in Figure 2.13).
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We consider four subcomponents for human composite component selected
from extended SafeConcert human modeling elements shown in Figure 2.11.
These four subcomponents are:

 Surround detecting: it refers to an AR-extended function, because driver can
detect surround environment through AR technology.

 Deciding: it refers to human decision making function.
» Executing: it refers to human executing function.

* Social presence: it refers to an AR-caused factor, because AR may decrease
social presence and lead to human failure.

Surround detecting affects on deciding and deciding affects on executing.
Social presence input is connected to system input with the name human com-
munication input (HCI) and affects on human executing. Human output, which
is output of the system is human function shown by HF.

An AR-HUD component contains three primary subcomponents [37]:

* Projector unit: it refers to the subcomponent that produces an image on a
combiner.

» Combiner: it refers to the subcomponent that is a flat piece of glass and can
be the windshield of the car.

* Computer: it refers to the subcomponent that generates the information that
should be displayed by projector unit.

Another system input, which is input of the computer subcomponent is raw
data (RD) provided by sensors.

We explain about three scenarios depicted in Figure 2.13. AR-extended
function and AR-caused factors are shown by gray color, to show the effect of
AR and the contribution of the proposed modeling elements.

In the first scenario (S1), content provided by AR-HUD is wrong and it
leads to the driver’s failure. For example, there is failure in combiner of AR-
HUD, which is a technical component. This failure is an external fault for
human component and causes system failure.

In the second scenario (S2), content provided by AR-HUD is correct, but
there is failure in organization and regulation AR adoption, which is an external
fault for human component. For example, when the organization updates rules
and regulation based on AR requirements. This leads to failure in organization
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Figure 2.13: Using extended SafeConcert for modeling an AR-equipped socio-
technical system

output. This failure is also an external fault for human component and causes
system failure.

In the third scenario (S3), there is failure in social presence subcomponent
of the driver component, which is an internal fault leading to failure in execut-
ing subcomponent and leading to system failure. For example, driver would
miss the common ground with other people, this failure would lead to wrong
action. Failure in social presence is an internal fault for human component and
would lead to system failure.

As it is shown in this example, the proposed extended modeling elements
can be used for enhancing modeling of internal and external faults leading to
human failures, used in risk analysis tools.

2.5.2 Analyzing Socio-technical Systems

In socio-technical systems the output is the result of human and technology
interaction embedded within social structures such as organizational goals and
environmental aspects. Standard techniques in risk analysis such as Fault Tree
Analysis (FTA) [79], Failure Modes and Effects Analysis (FMEA) [80], formal
methods and probabilistic safety analysis are not sufficient [81]. The problem
with traditional methods such as FTA and FMEA is that they should be done
manually, which requires a huge amount of time and work for recent com-
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plicated systems. Model-driven risk analysis techniques such as Fault Prop-
agation and Transformation Calculus (FPTC) [82], Failure Propagation and
Transformation Analysis (FPTA) [83], Hierarchically Performed Hazard and
Operability Studies (HiP-HOPS) [84], CHESS-FLA [85] (Failure Logic Anal-
ysis within the CHESS project [16]) and Concerto-FLA [15] (Failure Logic
Analysis within the Concerto project [86]) are developed based on traditional
methods to automatically provide FTA and FMEA results based on system ar-
chitecture and modeling of components failure behavior.

In our research, we use Concerto-FLA analysis technique as a qualitative
technique containing socio aspects and we also use a synergy of qualitative and
quantitative dependability analysis techniques in order to incorporate quantita-
tive analysis. We explain these two approaches in the following subsections.

Concerto-FLA analysis technique

Concerto-FLA [15] is a model-based analysis technique that provides the pos-
sibility for analyzing failure behavior of humans and organizations in addition
to technical entities by using SERA [65] classification of socio-failures. This
approach is provided as a plugin within the CHESS toolset and allows users
to define component-based architectural models composed of hardware, soft-
ware, human and organization. For each component, FPTC (Failure Propaga-
tion Transformation Calculus) [82] rules (logical expressions that relate output
failures to input failures) are used to model a component’s failure behavior.

FPTC syntax for modeling failure behavior at component and connector
level is as follows:

behavior = expression+

expression = LHS ‘->’ RHS

LHS = portname‘.’ bL | portname ‘.’ bL (‘, portname ‘. bL) +

RHS = portname‘.” bR | portname ‘. bR (‘, portname ‘" bR) +
failure = ‘early’ | ‘late’ | ‘commission’ | ‘omission’ | ‘valueSubtle’ |
‘valueCoarse’

bL = ‘wildcard’ | bR

DR = ‘noFailure’ | failure

Failure used in this syntax is the form in which a failure may manifest itself,
which is called failure mode based on dependability terminology provided by
Avizienis et al. [21] (explained in Subsection 2.1).

Wildcard in an input port shows that the output behavior is the same re-
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gardless of the failure mode on this input port. noFailure in an input port shows
normal behavior.

Components’ behavior can be classified as source (if component generates
a failure), sink (if component is able to detect and correct input failure), prop-
agational (if component propagates failures received in its input to its output)
and transformational (if component transforms the type of failure received in
its input to another type in its output) [87].

Based on this syntax, ”IP1.noFailure - OP1.omission” shows a source be-
havior and should be read as follows: if the component receives noFailure
(normal behavior) on its input port IP1, it generates omission on its output port
OP1.

Concerto-FLA analysis technique, which uses FPTC syntax includes five
main steps.

1. Modeling architectural elements including software, hardware, human,
organization, connectors, interfaces and etc.

2. Using FPTC syntactical rules to model failure behavior at component
and connector level. Concerto-FLA has adopted FPTC syntax for mod-
eling failure behavior at component and connector level.

3. Modeling failure modes at system level by injection of inputs.

4. Performing qualitative analysis through automatic calculation of the fail-
ure propagations. This step is similar to FPTC technique that system ar-
chitecture is considered as a token-passing network and set of possible
failures that would be propagated along a connection is called tokenset
(default value for each tokenset is noFailure, which means normal behav-
ior). In order to obtain system behavior, maximal tokenset is calculated
for each connection through a fixed-point calculation.

5. Interpreting the results at system level. Based on the interpretation, de-
cision for changing system design would be taken.

We show these steps by providing an example to clarify how the technique
works. HUD system explained in Subsection 2.3 is used as an example.

1. In the first step of Concerto-FLA technique, model of architectural el-
ements should be provided. Based on system description, HUD and
human are considered as two composite components of the system. Ar-
chitectural model of the system using SafeConcert modeling elements
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is shown in Figure 2.14. HUD is composed of three main elements:
combiner, projector unit and computer. Combiner is any transparent dis-
play for illustrating AR information. AR information is projected on the
combiner by projector unit and is produced by computer [37]. Computer
receives raw data from sensors. Because of the presence of AR tech-
nology, we call the composite component AR-HUD. To model human
composite component, three human modeling elements are selected, in-
cluding HSPerception, HAKnowledgeDecision and HAResponse, which
are modeled as three subcomponents of human composite component.
Output of the HAResponse component is output of the system, which is
shown by human function.

AR-equipped socio-technical system

(!

Raw
data

C1:AR-HUD C2:Human (Driver)
C1.1: Computer ‘ C2.1: HSPerception
IP1 o1 L ipa opPa
-5 ™ Alarm 1] 0
data
C1.2:Projector_Unit ] C2.2: HAKnowledgeDecision ‘
o oPs
A Visual
1P2 T alarm IPS {
C1.3:Combiner | [ C2.3:HAResponse l uman|
| ope

L \I— icreen 5 4&( 4
p3[ [op3 ‘ P6 T

Figure 2.14: Concerto-FLA modeling for AR-HUD example

. In the second step, failure behaviors of each component should be pro-

vided using FPTC rules, which are based on studying each component
in isolation. Incoming and outgoing failures can be classified by related
domain failure categorization. For example, timing, value, commission
and omission failures are considered in this approach. ”IP1.noFailure —
OP1.noFailure” behavior shows that if there is normal behavior in input
of computer subcomponent, then there is normal behavior in its output.
Some sample rules for subcomponents are shown in Figure 2.15.
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AR-equipped socio-technical system
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Figure 2.15: Concerto-FLA modeling and analysis results on AR-HUD exam-
ple

3. In the third step, we assume that the raw data is provided late by sensor
and late will be considered as the input failure for computer subcompo-
nent (IP1 in Figure 2.15).

4. In the fourth step, we calculate the failure propagations, which is shown
in Figure 2.16. Based on the analysis algorithm provided in Concerto-
FLA technique, each subcomponent is considered as a point and de-
fault tokenset is assigned to all connections between subcomponents.
Tokenset for each connection is defined with a noFailure token. Then,
maximal tokenset is provided based on FPTC expressions and by com-
paring input failure mode with left hand side of the FPTC expressions.
Right hand side of the matched expressions will be added to tokenset of
the outgoing connection. For example, possible failure modes for IP1 are
noFailure and late (noFailure is the default failure mode for all connec-
tions and late is shown in the picture as the possible input failure mode).
Based on the FPTC expressions in computer component, noFailure and
late match with left hand side of the first two expressions, thus their right
hand side will be added to IP2 tokenset. The failure propagation is cal-
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culated for all connections and maximal tokenset is calculated (shown
in Figure 2.16). The failure propagation leads to valueCoarse failure in
system output. This step is done automatically in CHESS toolset.

Cl.1: C1.2: C1.3: C2.1: C2.2: C2.3:
Computer Projector_Unit Combiner HSPerception HAKnowledgeDecision HAResponse
([ ]
Annotate arrows | IP1 token set: | | IP2 token set: | IP3 token set: | | IP4 token set: | | IP5token set: | | IP6 token set: | OP6 token set:
with noFailure | noFailure noFailure noFailure noFailure noFailure noFailure noFailure
Find maximal
token set for each |P1tokenset: | | IP2tokenset: |IP3 tokenset: | | P4 token set: | | IPS token set: | | IP6 token set: | OP6 token set:
noFailure noFailure noFailure noFailure noFailure noFailure noFailure
arrow based on
late late late valueSubtle valueSubtle valueSubtle valueCoarse

FPTC rules

Figure 2.16: Concerto-FLA analysis on AR-HUD example

5. Finally, in the last step results can be interpreted. ValueCoarse on OP6 is
because of valueSubtle on IP6 that is because of valueSubtle on IP5 and
we continue this back propagation to find the origin of the failure that is
late on IP1 in this case (shown in Figure 2.17). By using this method, it
is possible to find the effect of components’ failure behavior on critical
systems’ failure behavior considering the origin of the failure. Then,
mitigation methods can be used to mitigate the failures and the analysis
can be used iteratively to reach the required level of safety.

valueCoarse on OP6 -> valueSubtle on IP6 -> valueSubtle on IP5 ->
valueSubtle on IP4 -> |ate on IP3 -> late on IP2 -> late on IP1

Figure 2.17: Back propagation of the results on AR-HUD example

Synergy of qualitative and quantitative dependability analysis techniques

A synergy of qualitative and quantitative dependability analysis techniques is
proposed in [88]. It contains State-based analysis and Failure Logic Analysis
(FLA). State-based analysis technique [89] is a quantitative technique and FLA
is a qualitative analysis based on qualitative behavior of components and their
causes.

It is required to have information or assumptions about the system archi-
tecture to be used for modeling system architecture. Formalism used in state-
based analysis is Stochastic Petri Nets (SPNs) [90] with general probability
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distributions. There are three types of behavior modeling used in these two
analysis techniques, which are simple stochastic behavior, error model and
Failure Logic Analysis (FLA) [88]. These three types of behavior modeling
are described in the following paragraphs.

Simple stochastic behavior uses probability distribution for specifying the
time to the occurrence of a failure and the time required to fix the component
after failure occurrence, if available. Possible failure modes and their proba-
bilities also can be provided. As it is shown in Figure 2.18, exponential dis-
tribution with rate of 1.0e-6 per hour of operation is used for illustrating time
to failure of this hardware component. Possible failure modes in case of fail-
ure in the output and their probabilities are shown in this example, which are
omission (means output is not provided when expected) with probability of
80% and valueSubtle (means output is not in the expected range and it is not
detected by user) with probability of 20%.

Component 1 (Hardware)

failureOccurrence = exp(1.0E-6) outl
failureModesDistribution=omission : 0.8,
valueSubtle : 0.2

Figure 2.18: Modeling a hardware component with stochastic behavior [88]

Error model is defined by using a set of finite state machines modeling
internal faults, external faults and their probabilities. It also models transitions
between states. Error models are used when there are detail information about
the component’s failure behavior [88]. For example in Figure 2.19, a software
is modeled by two error models modeling internal fault occurrence and effect
of external faults. In the top part of the picture, probability of occurrence of
internal fault is defined as exp(6.0E-6) and it would propagate to an undetected
error state leading to output failure mode omission with weight 0.8 or it would
propagate to an error state incorrect value with weight 0.2. In the bottom part
of the picture, omission external fault is considered propagated to undetected
error state leading to omission failure mode in the output.

FLA behavior is defined by assigning possible failure modes in the input
to possible failure modes in the output (the same as FPTC rules). In this type
of behavior modeling probabilities are not considered. For example, in Fig-
ure 2.20, a software is modeled by defining FLA behavior. In this example,
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Component 2 (Software)
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Figure 2.19: Modeling a software component with error models [88]
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there are two inputs (Inl, In2) and two outputs (outl, out2) for the software
component. NoFailure (normal behavior) on input Inl and valueSubtle on in-
put In2 will lead to valueSubtle on outl and noFailure on out2. Relationship of
other possible failure modes on inputs and outputs are defined similarly.

Component 3 (Software)

Inl D In1.noFailure, In2.valueSubtle -> outl.valueSubtle, out2.noFailure; i
Inl.valueSubtle, In2.noFailure-> outl.noFailure, out2.valueSubtle; | | outl

In2 mlnl.valueSuthe, In2.valueSubtle-> outl.valueSubtle, out2.va|ueSuthe;: ! out2

Figure 2.20: Modeling a software component with FLABehavior [88]

The following metrics can be measured by the quantitative analysis:

* Reliability: the probability that system continuously remains in proper state
from the time O up to time t.

* Availability:

— Immediate: the probability that system is in proper state at time t.

— In a time interval: the fraction of time that system is in proper state in a
given time interval.

* Probability of Failure on Demand (PFD): the probability that the system fails
to provide a requested service. It can be obtained by calculating 1 minus
immediate reliability.

We use these techniques as the bases of our research and provide the re-
quired contributions in order to assess risk of AR-equipped socio-technical
systems in compliance with safety standards.

2.6 Goal Question Metric method

The Goal Question Metric approach (GQM) [91] is a method for measuring
based on specific purpose. Based on this method, goals should be defined at
the first step. Then, research questions should be defined based on the goals.
Finally, metrics should be defined based on the research questions and in a
way to reach the defined goals. In this way the metrics provide the possibility
to analyze goal achievement. It has been used in several projects such as NASA
Goddard Space Flight Centre environment [92].






Chapter 3

Research Summary

In this chapter, we present a summary of the research addressed in this the-
sis. In particular, we present the research process used (See Section 3.1), the
problem formulation (see Section 3.2) and the research goals (see Section 3.3).

3.1 Research Process

Conducting research in a particular area requires comprehending related re-
search methods and being able to apply them. A framework for research meth-
ods within computing area is shown in Figure 3.1 [93]. There are four main
steps including problem identification, data collection, data processing and
evaluating the result. The research starts with identifying the problem and
defining what we want to achieve and what is happening. This step can be
conducted through study of state-of-the-art. The next step is data collection,
where it is required to define how and where to collect data. This step can
be conducted through literature review. Once the data is collected, it should
be processed through the step processing data. Processing data can be con-
ducted through methodologies such as classifying data and creating taxonomy.
Finally, the last step is evaluating the result, where goal achievement can be
analyzed and limitations can be identified. Evaluating the results can be con-
ducted through conducting a case study.

An overview of the adapted research method used in this thesis is shown in
Figure 3.2. First, we identify the research problem and define the main goal.
Then, we divide the research problem to sub-problems and identify the sub-
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e What is the problem? ™ e How to collect data?
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Figure 3.1: A framework for research methods within computing area

goals and study the state-of-the-art. After that, we propose a solution for the
gap identified on the study. Next, we implement the solution and evaluate on
an academic example. After this step, the results can be published as a paper.
Integration and communication with industry can also be considered as a step
after academic evaluation of the proposed solution, to enable evaluating the
solution on real world problem. Finally, if the result is accepted for the real
world problem, it will provide the possibility of publishing a paper, otherwise
problem should be identified to repeat the iterative task for the new research
problem.
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Problem Sub problem
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Figure 3.2: Overview of our research methodology
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3.2 Problem Formulation

New organizational changes in the past twenty to thirty years may introduce
new kinds of risks. In addition, new technologies, such as augmented reality
are used with the aim of increasing human performance and extending human
capabilities, meanwhile failing of these extended capabilities introduces new
types of failures. Thus, these new organizational changes in addition to tech-
nological changes may cause new types of human failures and new types of
faults leading to human failures. A socio-technical system contains socio enti-
ties including human and organization and technical entities including software
and hardware. In order to do the risk assessment, it is crucial to identify pos-
sible dependability threats and to provide modeling and analysis constructs for
modeling and analysis of dependability information. There are various safety
standards, which we require to consider while we use the modeling and anal-
ysis techniques to perform the risk assessment. However, there is no data on
effects of new organizational changes on modeling and analysis techniques. In
addition, we lack a dependability analysis approach to be used for risk assess-
ment of AR-equipped socio-technical systems considering new organizational
changes. There is also no investigation on the capabilities of the current tech-
niques for risk assessment of AR-equipped socio-technical systems in compli-
ance with safety standards.

This thesis aims at strengthening risk assessment in augmented reality-
equipped socio-technical systems in compliance with safety standards con-
sidering post normal accidents by providing a safety-centered risk assessment
framework. More specifically, the thesis identifies the dependability threats
related to new organizational changes leading to post normal accidents to get
involve modeling elements and analysis techniques based on these threats and
by providing extensions. Based on these extensions a risk assessment frame-
work is proposed in compliance with safety standards. To reach these goals,
in the first step we reviewed post normal accident theory to extract influencing
factors which would act as dependability threats leading to post normal acci-
dents. We proposed new modeling elements based on the extracted factors and
we extended an existing metamodel to enrich it with more expressive power to
be used for modeling AR-equipped socio-technical systems considering post
normal accidents. In the second step, we proposed an analysis process for qual-
itative and quantitative analysis of system failure behavior to assess the risk of
AR-equipped socio-technical systems considering proposed extensions. Then,
we proposed a risk assessment framework containing modeling and analysis
phases to be used for assessing risk of AR-equipped socio-technical systems
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considering organizational changes and safety standards. In the third step, we
applied the proposed framework in two different domains. We applied the
proposed framework in automotive domain to validate modeling and analysis
capabilities of the framework and to find out if the proposed steps can support
activities of related safety standards. Then, we applied the proposed frame-
work in robotic domain to demonstrate applicability and effectiveness of the
proposed framework in a new domain. In the fourth step, we conducted a
systematic literature review to position our work and to compare it with other
related works.

3.3 Research Goals

As presented in Section 3.2, this thesis aims at strengthening risk assessment of
safety-critical AR-equipped socio-technical systems in compliance with safety
standards considering post normal accidents by providing a risk assessment
framework. To reach this goal, we define the main research goal as follows:

Overall Research Goal:

Strengthening risk assessment of safety-critical AR-equipped socio-
technical systems in compliance with safety standards considering post
normal accidents.

In order to address the overall research goal, we define concrete subgoals
that address the specific challenges. The subgoals are described as follows:

Subgoal 1: Capturing dependability threats leading to post normal acci-
dents in AR-equipped socio-technical systems. Influencing factors on
system behavior, which would act as dependability threats leading to
post normal accidents are extracted based on post normal accident the-
ory. Metamodel extensions are provided based on these extracted influ-
encing factors by proposing new modeling elements, which are helpful
for capturing the new dependability threats leading to post normal acci-
dents.

Subgoal 2: Integrating captured dependability threats in risk assessment
of AR-equipped socio-technical systems. Once the required constructs
for capturing dependability threats leading to post normal accidents are
available, we can conduct dependability analysis. For doing that, we
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propose a process for qualitative and quantitative dependability analy-
sis that can be used to assess risk of AR-equipped socio-technical sys-
tems. Then, based on the modeling and analysis extensions, we propose
a safety-centered risk assessment framework.

Subgoal 3: Validating modeling and analysis capabilities, applicability and
effectiveness of contributions for risk assessment in AR-equipped socio-
technical systems. Once we have the required extensions and they are
integrated in a risk assessment framework, it is required to validate mod-
eling and analysis capabilities in risk assessment of AR-equipped socio-
technical systems with respect to safety standards. We applied the frame-
work on two AR-equipped socio-technical systems from two different
domains and we showed how different steps of the framework can sup-
port required activities in safety standards in order to demonstrate appli-
cability and effectiveness of the framework.

Subgoal 4: Positioning and comparing the contributions of our work. Fi-
nally, we position our work and compare it with other related studies by
conducting a systematic literature review. We have done preliminary lit-
erature review in different stages of our research, but at this stage of the
research we conducted a systematic literature review on the topic and we
provided a comprehensive review and assessment on the literature based
on our defined research questions.
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Thesis Contributions

In this chapter, we present a brief description of the technical contributions pro-
vided by this thesis. In particular, in Section 4.1, we describe the first contribu-
tion, which is a metamodel extension to capture dependability threats leading
to post normal accidents. In Section 4.2, we describe the second contribu-
tion, which is our proposed process for dependability analysis by extending a
synergy of qualitative and quantitative analysis. In Section 4.3, we propose
the third contribution, which is a risk assessment framework for AR-equipped
socio-technical systems in compliance with safety standards considering post
normal accidents. Then, we describe our fourth and fifth contributions in Sec-
tion 4.4 and Section 4.5, in which we apply our proposed framework in two dif-
ferent domains to demonstrate the applicability and effectiveness of the frame-
work. We show how different steps of the framework would support required
activities in the related safety standards. Finally, in Section 4.6, we describe the
final contribution, which is a systematic literature review for risk assessment
of safety-critical socio-technical systems considering development of concep-
tualization of socio-technical systems.

4.1 Metamodel Extension to Capture Post Normal
Accidents
In this section, first, based on the post normal accident theory and global dis-

tance metric, discussed in Subsections 2.2.1 and 2.2.2, we extract the factors
influencing on human performance leading to accident. Then, we extend the

49



50 Chapter 4. Thesis Contributions

organization and human modeling elements of the extended conceptual meta-
model, which is explained in Subsection 2.5.1. Finally, we provide a potential
usage on an example.

4.1.1 Extracted Influencing Factors

Influencing factors are selected, if they have the potential to influence on hu-
man performance leading to accidents. Definitions and safety effects discussed
in [29] and [5] are used for identifying these factors.

Extracted influencing factors on human performance are divided into two
groups. The first group is organizational factors and the second group is human
factors. These two groups are as follows:

1. Group 1 (organizational factors)

* Globalized environment: It may cause complex interactions between
different entities. These implications may affect on human performance
and would lead to an accident.

* Self-regulated environment: It may cause missing of independent over-
sights by states that may affect on human performance and would lead to
an accident.

¢ Organizational strategy:

— Financialized strategy: It may cause pressure for returning the in-
vestment and shifting power to financial actors. These implications
may affect on human performance and would lead to an accident.

— Industrial strategy: It may cause changes in industrial relations that
may affect on human performance and would lead to an accident.

* Organizational structure:

— Networked structure: It may cause increase in complexity of inter-
actions across organizations and other entities of the system that may
affect on human performance and would lead to an accident

* Digitalized task: It may cause complexity in human and machine inter-
actions and development of new information structures. These changes
may affect on human performance and would lead to an accident.

» Standardized task: It may cause change in practices that may affect on
human performance and would lead to an accident.

2. Group 2 (human factors)
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¢ Global distance:

— Geographic distance: It may cause difficulties in managing physical
places that may affect on human performance and would lead to an
accident.

— Temporal distance: It may cause difficulties in time management that
may affect on human performance and would lead to an accident.

— Cultural distance: It may cause difficulties in communications that
may affect on human performance and would lead to an accident.

4.1.2 Extended Modeling Elements

The first group of factors can be used for extending organization modeling
elements and the second group can be used for extending human modeling
elements.

Based on the provided definitions for each of the extracted influencing
factors and based on the three categories of organization modeling elements
proposed in [38], we add new modeling elements to the categories, shown in
Figure 4.1. The modeling elements with dotted line border are elements for
modeling AR-extended organizational aspects. Extended modeling elements
in this section are shown with gray color and the previous categorization of
meta classes are shown with white color.

For example, time pressure is an organizational modeling element using
to model scenarios that time pressure may influence on human performance
and may lead to system failure or an accident. AR guided task refers to a task
that AR is used for guiding the operator for doing the task. If this task is not
defined correctly, it may influence on human performance leading to system
failure. Standardized task is an extended modeling element proposed in this
section based on post normal accident theory. Standardization may influence
on human performance and may lead to an accident.

We also use global distance metric for extending human modeling ele-
ments, shown in Figure 4.2. The modeling elements with dotted line border are
elements for modeling AR-extended organizational aspects. Extended model-
ing elements in this section are shown with gray color. For example, social
modeling element is a human modeling element. This modeling element can
be used for modeling scenarios that problem in communication between peo-
ple would lead to misunderstanding and failure in human performance. Thus,
it would lead to an accident. Social presence modeling element can be used
for modeling scenarios that using AR would decrease social presence, mean-
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Figure 4.1: Extended organization modeling elements [69]

ing that people miss their communication because of AR. Thus, it may influ-
ence on human performance and it may lead to an accident. Global distance
is the extended modeling element proposed in this section. This modeling el-
ement can be used for modeling scenarios that for example cultural distance
between people causes misunderstanding. Thus, it may influence on human
performance and it may lead to an accident.

4.1.3 Potential Usage on an Example

British Petroleum (BP) is one of the biggest multinational companies in the
world. A series of accidents between 2005 and 2010 in multinational BP in
different branches occurred. We use this example to show our extension con-
tribution in modeling conditions leading to these accidents.

Based on the analysis of these accidents using commission reports and so-
cial concepts for interpretation [94], identified potentials for these accidents
are as follows:

* Networked structure of BP
* Lack of appropriate learning from experience

« Fault in control authority
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* Strategies of CEO of the company

In Figure 4.3, we show a modeling example using our extended modeling
elements. The modeling elements representing three factors leading to acci-
dent in BP, as examples, are shown using networked structure, experience and
organizational strategy components. Two of these three used modeling ele-
ments are the modeling elements extended in this section. These modeling
elements, which are based on the factors explained in the post normal accident
theory as factors leading to post normal accidents are shown in gray. We show
three scenarios and in each of them failure in one of the three components has
contributed to accident. For example, in the first scenario (S1), output of net-
worked structure produces a failure and the other three provide correct service,
which means no failure in their outputs. Final output of the system, which is
shown by OP14 produces failure because of the failure in networked structure
component. In the second scenario (S2), the reason for failure in the output of
the system is failure in OP4, which is output of organizational strategy compo-
nent. In the third scenario (S3), the reason for failure in the output of the sys-
tem is failure in OP11, which is output of the experience component. Similarly,
different scenarios can be modeled and discussed using different representation
constructs proposed in our conceptual metamodel.

Globalized AR-equipped socio-technical system
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Figure 4.3: Globalized AR-equipped socio-technical system modeling [69]

Another interpretation is proposed by Jean-Christophe Le Coze in [2], in
the context of globalization. In this interpretation, the author explains how
deregulation, externalization, standardization, digitalization and financializa-
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tion have contributed to the accidents in BP. Since our extension contains the
representation constructs required for modeling these concepts, different sce-
narios using these modeling elements can be considered and discussed during
modeling and risk assessment to improve system behavior.

Managing multinationals is a big challenge for companies like BP. Con-
sidering technological factors and organizational factors in SafeConcert meta-
model were not enough for describing such events. We show in this example
that the new proposed modeling elements can be helpful for modeling recent
factors such as networked structure of an organization in order to incorporate
their effect while performing risk assessment.

This contribution is presented in Paper A (see Chapter 7).

4.2 Process for Dependability Analysis Based on
Our Extensions

In this section, we propose an extension based on extended modeling elements
and Concerto-FLA analysis technique [15], explained in Subsection 2.5.2. We
build on top of the synergy of qualitative and quantitative analysis in [88] ex-
plained in Subsection 2.5.2. We aim at extending this synergy by incorporat-
ing socio-related and AR-related aspects explained in Subsection 2.5.1 and 4.1.
Our proposed analysis process is illustrated in Figure 4.4.

A) Modeling the System 8) Qualitative analysis

Concerto-FLA analysis k=x;) )

L) 5ol z L
- Define FPTC Rules for All
2.1- Define FPTC Rules for All Components ¢, ..\ \vo concerto-FLA Annotated
(Consider various scenarios; scenarios that failure s
O emanated from socio and AR) Analysis Model + XML
. ([XE; I Define Type o
L3 > Analysis — -
- C) Quantitative analysis
1- Define Components System model Error Model (T
and Sub-components (Socio and AR-related ]
(Consider Socio aspectsand  modeling elements are Ly
AR effects) included) 3.1- Create Error Models for the
Component ;
Type of Failure (Consider various scenarios; scenarios that 2
state-based anaysts  CDLCRLR P faire s emanated romsocio and AR) e “4—@

Execute Evaluation
State-based Result

[L=XEy \ | 5] Analysis

55 & 4

SPEM 2.0 Elements —

Stochastic Behavior

3.2- Define Stochastic Behavior
Activity ~ Automated Milestone
Task (Consider

Figure 4.4: The proposed extended analysis process [95]

The added value with respect to the synergy of quantitative and qualitative
analysis is the possibility of analyzing various socio, AR-related aspects and
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aspects related to organizational changes and their effects on system behavior.
Metamodel extensions related to AR and organizational changes are used in
the system modeling by including modeling elements related to AR and orga-
nizational changes in the system model. In case of using qualitative analysis,
Concerto-FLA analysis can be used for defining FPTC rules for AR-related
components and automated analysis is used for obtaining the annotated model
by analysis results. In case of quantitative analysis, error model or stochas-
tic behavior are used for analyzing system behavior including AR-related and
organizational changes effects.

Part A of Figure 4.4 contains the activity that should be done for preparing
the system model. This activity is defining components and subcomponents.
Then, we need to decide about analysis type. If we need to perform qualitative
analysis, we perform the next activities based on Concerto-FLA analysis tech-
nique (Part B), otherwise we perform based on State-based analysis technique
(Part C).

Based on Part B of the figure, FPTC rules should be defined for all compo-
nents. Then, Concerto-FLA analysis will be executed and model annotated by
analysis results will be provided.

Based on Part C of the figure, failure behavior modeling type should be
defined. If we choose to use error model, then we need to create the error
model of the desired component. If we choose to use stochastic behavior, then
we should define the related parameters. Next step is to execute the state-based
analysis and to measure the evaluation result.

Result of the analysis can be used for hazard identification, hazard analysis,
defining safety goals and safety requirements.

We explain the activities of all the steps in the following subsections and in
Table 4.1, we compare these steps of our proposed extended process with the
previous process in [88].

4.2.1 Define Components and subcomponents

Main entities incorporating in a system are considered as the main compo-
nents. It is important to consider socio entities, which are human and organi-
zation. Defining subcomponents are based on important aspects of each en-
tity. In technical components, important aspects are defined based on technical
description of the system. Human important aspects are defined based on hu-
man functions and human internal states. Organization important aspects are
defined based on organizational important aspects. Human and organization
modeling elements introduced in the extended metamodel explained in Sub-
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section 4.1 are the modeling constructs that can be used for defining human
and organization subcomponents. For example, condition, environment and
any other influencing factor on human performance can be considered as or-
ganizational important aspects. The extensions include organizational changes
aspects, which should be considered in defining subcomponents.

4.2.2 Define FPTC Rules for All Components

This activity should be done based on the syntax explained in Subsection 2.5.2.
In order to define FPTC rules, each component/subcomponent should be ana-
lyzed individually. We should define the possible failure modes at each of their
inputs and outputs for various scenarios. Then, FPTC rules can be used for
relating the failure modes at inputs to the failure modes at outputs. For exam-
ple, a camera would not receive the input (raw image) because of the obstacle
in front of it. Input failure mode in this example is omission as explained in
Subsection 2.5.2. Based on technical analysis of the camera, we would model
it as propagational (explained in Subsection 2.5.2). It means that the failure
mode in input propagates to the output port and it does not provide the output.

4.2.3 Create Error Models for the Component

This activity should be done based on the syntax explained in Subsection 2.5.2.
In order to define error models, the intended component/subcomponent should
be analyzed individually. State machine for each component including internal
and external faults and their probabilities should be defined for various scenar-
10s.

4.2.4 Define Stochastic Behavior Parameters

This activity should be done based on the syntax explained in Subsection 2.5.2.
In order to define stochastic behavior parameters, the intended component/sub-
component should be analyzed individually. Possible failure modes and their
probabilities should be defined for various scenarios.

4.2.5 Potential Usage on an Example

In this subsection, we provide an example with the objective of presenting the
analysis capabilities provided by the proposed process. First step is to model
the system, as shown in part A of the process. Then, Concerto-FLA analysis
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Table 4.1: Comparison of our Proposed Extended Process with the Previous
Process in [88]

Steps In the previous process in [88] In our proposed extended process

Technical + socio + AR-related + compo-
nents/subcomponents related to organiza-
tional changes are defined.

Define components | Technical components/subcom-
and subcomponents ponents are defined.

Define FPTC rules
for all components Scenarios including failures em-
anated from technical compo-
Create error models | pents/ subcomponents are con-
for the component sidered.

Scenarios including failures emanated
from technical + socio + AR-related +
components/subcomponents related to ef-
fects of organizational changes are con-
sidered.

Define stochastic be-
havior parameters

can be used for qualitative analysis (Part B) and state-based analysis can be
used for quantitative analysis (Part C). We consider an industrial monitoring
system introduced in [96]. We use this system as an example for analyzing
AR-equipped socio-technical system.

The industrial monitoring system uses a sensor for receiving raw data. Raw
data is processed in server and it is organized to be represented to the user for
making decisions. AR can be used for providing graphical or textual instruc-
tions for solving a problem, configuring an equipment or maintenance activi-
ties. In this example, we consider using AR for providing visual alarm in case
of problem in a special equipment under control.

Modeling the System: This system includes technical and socio entities.
Technical entity is the monitoring system and socio entities are the user and
organization. We model each of these entities based on their description and
based on their important aspects.

The technical components of this system are defined based on description
of monitoring system as follows:

 Sensor: it is a hardware component. It can be various sensors, for example
a camera receiving raw data of a specific equipment, which is considered for
monitoring.

 Server: it is a hardware component. It is a computer that contains processing
unit for processing the data.
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* Processing unit: it is a software component. It processes the received data
from sensor and organizes it in a format to be used by the user.

* AR application interface: it is a hardware component. It is the interface
between the user and the server. It is a screen containing AR technology
notations.

The user can be characterized based on its important aspects, which are
human functions and human internal states. We use four following modeling
elements of the extended metamodel explained in Subsection 4.1.

* Directed paying attention: it refers to an AR-extended human function. It
models the function paying attention when it is directed to a specific position
by using AR technology. For example, in this case, if there is something
strange related to the equipment which is under monitoring, then AR tech-
nology can be used for displaying a red circle around the strange area. Thus,
the user attention will be directed to the position to make a decision to pre-
vent any probable risk.

* Training: it refers to training received by the human.
* Deciding: it refers to human deciding function.
» Executing: it refers to human executing function.

The organization can be modeled based on important organizational as-
pects. We use the following modeling elements of the extended metamodel
explained in Subsection 4.1.

* Condition: it refers to the condition of the organization where the monitoring
task is performed.

* Organization and regulation AR adoption: it refers to an AR-extended as-
pect. It models the adoption process needed in the organization to be able to
use AR.

* AR guided task: it refers to the task that AR is used for guiding the human
to do that. For example, a task should be defined in an organization that in
case of special AR alarm the user should react.

Based on the described entities and their important aspects, we provided
the model shown in Figure 4.5. Sensor receives raw data (shown by RD in
Figure 4.5) and provides the output for processing unit. Data is processed in
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processing unit and its output is shown in AR application interface to the user.
Organization and regulation AR adoption is influenced by regulation authori-
ties (REG) and it affects on AR guided task defined by organization. AR guided
task is also influenced by condition of the organization, which is influenced by
condition out of the organization (shown by CON). Output of monitoring sys-
tem which is a visual description on a screen influences on human directed
paying attention and output of the organization influences on training. Finally,
human deciding function is influenced by directed paying attention and train-
ing. Human executing function is influenced by human deciding function. Out-
put of the system, which is output of the human component is human function
(HF).

Monitoring AR-equipped Socio-technical System

C1:Monitoring System C3:User
C1.2:Server C1.3:Application | C3.1:Directed Paying Attention ]
199 op
[ Cia:Sensor | [[c1.2.1:Proccesing Unit | AR Interface
RD | ip1 o1 or2 or3
[ 1P2]
" €3.3: C3.4:
Deciding Executing

C2:Organization

o [ C2.1: Org. and Reg. AR Adoption |

opa

C2.2:Condition

Figure 4.5: Modeling the system [95]

Qualitative Analysis: As it is shown on part B of the Figure 4.4, in order
to provide the qualitative analysis, we need to define FPTC rules for all com-
ponents. These rules should be defined based on individual analysis of com-
ponents and based on the assumptions of various scenarios. For example, we
provide the FPTC rules for a specific scenario and we provide the system be-
havior based on failure propagation.

* Definition of scenario: We assume that the equipment under monitoring is
in a situation that it can harm a person. The information is received by the
sensor and it is processed by the processing unit and a visual alarm is dis-
played on the AR display. However, we assume that there is a failure in
organization and regulation AR adoption. For example, organization should
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update regulations in order to include AR related considerations and train-
ings. Since there is no rule defined in the organization, the required training
is not provided for the user. The user’s attention is directed to the alarm, but
the user does not take the correct decision and does not provide the required
execution function to prevent the harm.

* Modeling of the failure behavior: In this scenario the organization and
regulation AR adoption is behaving as a source (source behavior is explained
in Subsection 2.5.2). The input of this component receives noFailure, but
in the output it provides valueSubtle. The reason is that organization has
not updated rules and regulations to adopt AR (valueSubtle) and the user
does not receive the required AR-related training (omission). Since the user
does not receive the required AR-related training, the deciding component
provides valueSubtle failure mode in its output. Thus, the user does not
provide the required execution (omission). Monitoring system components
are behaving as propagational and propagate noFailure from input to output.

* Analyzing the system behavior: Analysis annotations are shown in Figure
4.6. ValueSubtle in OP4 means that the AR adoption in organization and
regulation is not performed correctly. ValueSubtle failure mode transforms to
omission in AR guided task and it propagates in training. Then, in deciding
it transforms to valueSubtle and in executing transforms to omission. The
failure propagation is shown by blue color.

Monitoring AR-equipped Socio-technical System
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Figure 4.6: Qualitative analysis of the system [95]

* Interpreting the results: Based on the back propagation of the results, we
can explain how the rules have been triggered. Omission in HF is because of
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valueSubtle in OP11. ValueSubtle in OP11 is because of omission in IP11
and we continue until IP4, which is input port of organization and regulation
AR adoption. Thus, this component caused the failure in the system output.
The identified hazard is not providing correct deciding and the reason for this
hazard is failure in organization and regulation AR adoption. System failure
in this scenario may lead to fatal injuries for people around the intended
equipment. Thus, safety goal should be defined to overcome this risk. For
example, for this scenario, safety goal can be defined as follows:

— Safety goal: The organization should update rules and regulations based
on AR and should provide the required AR training.

By using the qualitative analysis and by considering various possible sce-
narios, various safety goals can be defined. Based on safety goals, system
design can be updated and analysis of system behavior can be performed for
more iterations to reach the accepted level of safety.

Quantitative Analysis: Based on part C of the Figure 4.4, in order to pro-
vide the quantitative analysis, we should model the failure behavior using error
models or stochastic parameters. Similar to qualitative analysis these models
should be defined based on individual analysis of components and based on the
assumptions of various scenarios. For example, we provide stochastic behavior
modeling for a specific scenario and we provide the analysis result.

¢ Definition of scenario: Similarly, we assume that the equipment under mon-
itoring is in a situation that it can harm a person. The information should be
received by the sensor and it should be processed by the processing unit.
Then, a visual alarm should be illustrated through AR display and the user
should decide based on illustrated alarm and based on received training from
organization to execute a needed task preventing the risk.

¢ Modeling of the failure behavior: In this scenario, for each component
we consider possible failure modes and their probabilities as it is shown in
Figure 4.7. Probabilities can be defined based on previous accident reports
or based on expert opinion. For example, in this scenario, organization has
not updated rules and regulations based on AR technology. Thus, failure
probability in the Org. and Reg. AR adoption component is high (0.9).

* Analyzing the system behavior: In order to perform the analysis, we can
consider the hazard related to this scenario and calculate the intended mea-
sure or failure mode probability in system output. We consider the same
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Monitoring AR-equipped Socio-technical System
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Figure 4.7: Quantitative analysis of the system [95]
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hazard as the one we considered in qualitative analysis, which is not pro-
viding correct deciding. In this case, we want to calculate the probability
of omission failure mode in system output. The result for this assumed sce-
nario is shown in Figure 4.7. Calculation is an automatic task, which can
be performed by running the analysis in the toolset. For example, failure in
output of executing function would be of type omission or valueSubtle. The
probability of omission failure mode is calculated based on the probability
of executing function providing an omission failure mode while its input can
be different failure modes with different probabilities and all the possible
conditions should be considered in the calculation. In this example, proba-
bility of failure occurrence in system output (human function) is 0.9, which
shows that the reliability of the system from time O up to time 1000 hours is
around 1 — 0.900 = 0.100. The probability for omission failure mode will
be 0.9 * 0.9875 = 0.88875.

* Interpreting the results: Based on the back propagation of the results, we
can explain how the hazard would happen and how much is the probability.
For example, in this scenario the probability of omission failure mode in
output is 0.88875 and the reason is high probability of failure in organization
and regulation AR adoption.

Similar to the previous scenario, safety goal can be defined in order to de-
crease the probability and prevent the risk. The probability can be helpful to
decide if a special failure mode in the system output should be overcome or
it can be ignored due to low probability of its occurrence.

By using the quantitative analysis and by considering various possible sce-
narios, various safety goals can be defined. Based on safety goals, safety
requirements can be defined and system design can be updated. Then, anal-
ysis of system behavior can be performed for more iterations to reach the
accepted level of safety.

This contribution is presented in Paper C (see Chapter 9).

4.3 Risk Assessment Framework for AR-equipped
Socio-technical Systems

Our proposed framework for assessing risk of AR-equipped socio-technical
systems is based on the proposed modeling extensions and the extended anal-
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ysis process. We name this framework FRAAR (Framework for Risk Assess-
ment in AR-equipped socio-technical systems).

The proposed modeling extensions on SafeConcert is explained in Subsec-
tion 4.1. The proposed extended analysis process is explained in Section 4.2.
Essentially, the added value with respect to SafeConcert and synergy of quanti-
tative and qualitative analysis is the availability of modeling and analysis capa-
bilities for modeling and analyzing various socio aspects, AR-extended human
functions, AR-related influencing factors on human functions and factors in
relation to post normal accidents.

We use V-model structure to illustrate methodology of the provided frame-
work. Different steps of the methodology are shown in Figure 4.8.

Modeling

Analyzing
Step 4: How is the

Step 1: What are the
involved entities of the | system behavior based
system including [l on provided model?
technical (including AR) I
and socio entities?

What are the safety goals and safety requirements
based on analysis results?

Analyze system
behavior

System Level

Involved entities are )
modeled as composite

I
[N
N components § |
’ Step 2: What are Step 3: How is the ‘
I

important aspects of behavior of each
each entity?

aspect?

[ Important aspects are
modeled as sub-
components using

| extended SafeConcert
N J

each sub-component
(Analysis at component
level to model the
behavior)

Component Level

[ Analyze the behavior of'
1

Figure 4.8: Methodology of the provided framework for assessing risk of AR-
equipped socio-technical systems [54]

As it is shown in Figure 4.8, there are four main steps. In the first step,
we need to answer to the question of what are the involved entities in the
system. Since we model the system as a component-based system, defining
involved entities determines the composite components. In an AR-equipped
socio-technical system, involved entities include technical (including AR) and
socio entities.

In the second step, we need to identify important aspects of each entity.
These important aspects are used to determine subcomponents of each com-
posite component. In this step, our proposed extended modeling elements ex-
plained in Subsection 4.1 can be helpful to have a list of important aspects.
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Based on the scenario and the selected case study, required subcomponents
can be selected. For example, paying attention can be considered as an impor-
tant aspect of a human driving a car. Not paying attention would lead to failure
in deciding, which is a hazardous behavior that would lead to system risk.

Third step is to model the behavior of each subcomponent, which should
be done based on analysis of each subcomponent individually. FPTC syntax
explained in Subsection 2.5.2, can be used for modeling the behavior of each
subcomponent. Error model and stochastic behavior can also be used in case
of availability of quantitative data to be used for quantitative analysis.

Finally, last step is analyzing system behavior, which provides system be-
havior based on the provided model. We can do this step using Concerto-FLA
analysis technique explained in Subsection 2.5.2 based on part B of Figure 4.4,
and we can do this step based on part C of Figure 4.4 as explained in Sec-
tion 4.2.

Based on the analysis results there would be feedback for changing the
system behavior in order to decrease risk. This feedback can be suggestions
for safety requirements or functional modifications.

This contribution is presented in Paper B (see Chapter 8).

4.4 Applying the Framework in Automotive Do-
main

4.4.1 Objectives of Case Study

Our objectives include presenting the modeling and analysis capabilities of our
framework in compliance with related safety standards explained in Subsec-
tion 2.4.1. In other words, we aim at estimating the effectiveness of modeling
and analysis capabilities in predicting risk caused by new dependability threats
and we also aim at presenting how the framework can be supportive for safety
standards. In order to do that, we use an industrial case study from automotive
domain. Analysis results can be used for defining related safety requirements.

4.4.2 Research Methodology of Case Study

We use case study research methodology based on [97]. The steps carried
out for the presented research are presented in Figure 4.9. In the first step,
objectives and the structure of the research are discussed.
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In the second step, we asked Xylon Company for a case study in the context
of augmented reality socio-technical systems. Surround view system as a case
study was suggested by this company and a meeting was organized to decide
about the collaboration. We also discussed about system description.

In the third step, system architecture was provided based on information
provided by the company and it was reviewed in several iterations for improve-
ment.

In the fourth step, analysis of the case study was provided based on Concerto-
FLA analysis technique and it was reviewed in iterations for improvement.

In the fifth step, a discussion about results and lessons learnt was provided.
Then, the results were reviewed and a discussion about validity of the work
was provided.

Steps

1) | Objective definition:

e Discussion about objectives and how to structure the research

2) | Case study selection and description:
e Asking Xylon Company for a case study in the context of AR-equipped Socio-technical
system
® Proposing the Surround view system as a case study by Xylon Company
e Discussion about how to have collaboration

e Discussion about system description

3) | case study execution: (System modeling)
e Providing system architecture
e Review of the provided architecture and providing suggestions and comments for
improvement in iterations

4) | case study execution: (System analysis)
e Providing system analysis based on Concerto-FLA analysis technique

e Review of the analysis

5) | Results:

e Providing discussion about results

e Review of the results and discussing validity of the work

Figure 4.9: Steps taken for the carried out research [54]
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4.4.3 Case Study Selection and Description

The case study is conducted in collaboration with Xylon, an electronic com-
pany providing intellectual property in the fields of embedded graphics, video,
image processing and networking.

In this study, we select as case study subject a socio-technical system con-
taining the following entities:

* Road transport organization (socio entity): representing the organization re-
sponsible for providing transport rules and regulations, proper road condi-
tions and etc.

* Driver (socio entity): representing a human who is expected to drive a vehi-
cle and park it safely by utilizing augmented reality technology used in the
surround view system of the vehicle.

* Vehicle (technical entity): representing vehicle containing surround view
system (a SEooC with the potential for using in vehicles with high levels
of driving automation. However, currently it is used at driving automation
level O (SAE level 0). It includes augmented reality technology to empower
drivers).

Surround view systems are used to assist drivers to park more safely by pro-
viding a 3D video from the surrounding environment of the car. In Figure 4.10,
it is illustrated how the 3D video is shown to the driver. As it is shown in Fig-
ure 4.10, driver can have a top view of the car while driving. This top view is
obtained by compounding 4 views captured by 4 cameras mounted around the
car and by changing point of view. It is like there is a flying camera visualizing
vehicle’s surrounding, which is called virtual flying camera feature. A picture
of a virtual car is also augmented to the video to show the position of the car.
Navigation information and parking lines also can be annotated to the video by
visual AR technology. The current surround view system is a SEooC of driving
automation level 0. However, Xylon plan to develop automated driving system
features in higher levels for the future versions of the system.

Assumptions on the scope of the SEooC are:

* The system can be connected to the rest of the vehicle in order to obtain
speed information. In case of drawing parking path lines, steering wheel
angle and information from gearbox would also be obtained to determine
reverse driving.

Assumptions on functional requirements of the SEooC are:
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Figure 4.10: Sample images from 3D videos provided in surround view sys-
tem [54]

* The system is enabled either at low speed or it can be activated manually by
the driver.

* The system is disabled either when moving above some speed threshold or it
can be deactivated by driver.

Assumptions on the functional safety requirements allocated to the SEooC are:
* The system does not activate the function at high vehicle speed automatically.

* The system does not deactivate the functionality at low speed automatically.

4.4.4 Case Study Execution: System Modeling

This subsection reports on how we model the described system in Subsec-
tion 4.4.3 using extended SafeConcert.

Subsection 4.4.3 provides the required information for the first step of the
risk assessment process, which is identifying the entities for defining composite
components. Based on the selected case study explained in Subsection 4.4.3,
organization, driver and vehicle containing an automotive surround view sys-
tem are three composite components of this system. In this subsection, we
provide information for the second and third steps of risk assessment process.

Important aspects of each entity are modeled as subcomponents of each
composite component. For socio entities, the important aspects are selected
from extended modeling elements explained in Subsection 4.1 and for vehicle,
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which is a technical entity the important aspects are based on system descrip-
tion.

* Important aspects of road transport organization (selected from Figure 4.1):
— Organization and regulation AR adoption: it refers to upgrading rules and
regulations of road transport organization based on AR technology.
— Condition: it refers to road condition.
— Monitoring and feedback: it refers to the monitoring task and feedback
provided by organization.
* Important aspects of driver (selected from Figure 4.2):
— Surround detecting: it is an AR-extended function, because driver can
detect surround environment through AR technology.

— Supported deciding: it is an AR-extended function, because driver can
decide with the support of AR technology.

— Executing: it is human executing function.

— Interactive experience: it is an AR-caused factor, because AR provides
interactive ways for enhancing user experience.

— Social presence: it is an AR-caused factor, because AR may decrease so-
cial presence and lead to human failure.

* Important aspects of vehicle containing surround view system (selected based
on system description received from Xylon Company):

A set of speed sensors: each sensor is a hardware for providing speed of
the vehicle based on its movement.

— A set of cameras: each camera is a hardware for providing raw data for a
video receiver. Usually there are four cameras that can be attached to four
sides of the car.

— Switch: switch is a hardware for receiving on/off command from driver.
It is also possible to send on/off command automatically based on driving
requirement.

— Peripheral controller: peripheral controller includes hardware and driver
for receiving user inputs such as speed and on/off command and for send-
ing them to user application implementation.
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— A set of video receivers: each video receiver includes a hardware and
a driver. Its hardware is used for transforming raw data to AXI-stream
based on the command from its driver implementation.

— Video storing unit: video storing unit includes a hardware and a driver. Its
hardware is used for receiving AXI-stream and storing it to the memory by
means of DDR memory controller based on the command received form
its driver.

— DDR controller: DDR controller is a hardware for accessing DDR mem-
ory, which stores video in DDR memory and provides general memory
access to all system IPs.

— Video processing IP: Video processing IP includes hardware and driver for
reading prepared data structures and video from memory, for processing
video accordingly and finally for storing the processed video to memory
through DDR controller. The prepared data is stored to memory by video
processing IP driver based on the data structures received from memory.

— Display controller: Display controller includes hardware and driver for
reading memory where processed video is stored and for converting it to
the format appropriate for driving displays.

— Processing unit: processing unit includes hardware and software, which
its software contains all the software and drivers of all other IPs. The soft-
ware also contains user application implementation and video processing
engine implementation. User application implementation receives inputs
from peripheral unit and controls operation of all IPs by means of their
software drivers. Video processing engine implementation prepares data
structures to be stored in DDR memory through DDR controller.

Figure 4.11 provides an overview of integration of some of important as-
pects of the human, organization and vehicle.

In Figure 4.12, we show how this AR-equipped socio-technical system is
modeled using extended SafeConcert. Driver is composed of five subcompo-
nents. Driver has four inputs and two of its inputs are from system inputs
with the names human detection input (HDI) and human communication input
(HCI). Two other inputs are from organization and surround view system. We
consider interactive experience and social presence as two subcomponents of
human component, which are influencing factors on human functions. Inter-
active experience affects on supported deciding and is affected by surround
detecting. Social presence affects on human executing. Driver output, which is
output of the system is human action shown by HA.
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Figure 4.11: Integration of the human, organization and vehicle important as-
pects [54]

Organization and regulation AR adoption, condition and monitoring and
feedback are three subcomponents of organization composite component. Or-
ganization component receives input from system, which represents influences
from regulation authorities on the organization (REG).

Vehicle is also modeled with three inputs including user command shown
by CMD, vehicle movement shown by VMV and camera input shown by CAM.
Green color is used to show the AR-extended modeling elements used in this
system.

4.4.5 Case Study Execution: System Analysis

This subsection reports on the analysis of the system using AR-related exten-
sions. We follow the five steps of Concerto-FLA analysis technique explained
in subsection 2.5.2 for system analysis.

1. First step is provided in Figure 4.12. We explained how the system is mod-
eled in Subsection 4.4.4.

2. Second step is shown by providing FPTC rules, which are used for linking
possible failure modes on the input of each component to the possible fail-
ure modes on the output. “IP.variable > OP.variable” shows propagational
behavior of the component, which means that any failure mode in its input is
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propagated to its output. FPTC rules of modeled subcomponents are shown
in Figures 4.13-4.16. There is one box for each component. The left part of
the box shows the name of the component. The right part of the box shows
possible failure modes in the input (up left), possible failure modes in the
output (up right) and FPTC rules (bottom). Based on dependability-related
terminology in literature such as [21], [98] and [22], we consider omission,
commission, etc. as failure modes. However, these are named failures in
FPTC terminology.

In this paragraph, we explain how the possible failure modes at input and
output are identified/defined in Figures 4.13-4.16. For example, the camera
takes in input a raw image. Based on the definitions of failure modes in
Subsection 2.1, omission and valueSubtle are the possible failure modes
for the case of camera. The reason for having omission as a possible failure
mode at input is the possibility of an occlusion in front of the camera, which
prevents receiving raw image as input. The reason for having valueSubtle
as possible failure mode at input is the possibility of intervene, which leads
to receiving input not in the expected range. For example, when image is
blurred because of foggy weather. Possible failure modes at output can be
obtained by considering the possible input failure modes in the FPTC rules.
Defining the FPTC rules are explained in the next paragraph.

In this paragraph, we explain how the FPTC rules are defined in Figures 4.13-
4.16. FPTC rules show how the component behaves. For example, the
camera would not produce any failure, but if the input image is not in the
expected range, then the output would not be in the expected range either.
Moreover, if the input is not provided when expected, then the output would
not be provided when expected. Thus, the camera propagates possible in-
put failure modes to the output and it does not behave as source, sink and
transformational (explained in Subsection 2.5.2).

In scenarios, we may change some components’ failure behavior to source
based on assumptions related to that scenario. For example, if we assume
that an AR-related component is producing failure, then we need to change
its failure behavior to source and update its FPTC rules.

. Third step is to consider failure modes in inputs of the system to calculate
failure propagation. In this case study, we inject noFailure to four inputs of
the system, because we aim at analyzing system for scenarios that failure is
originating from our modeled system and more specifically from our AR-
related part of the system.
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. Fourth step is calculating the failure propagations. We consider three sce-

narios and show the analysis results in Figures 4.17 - 4.19.

. Last step is back propagation of results. Interpretation of the back-propagated

results can be used to make decision about design change or defining safety
barrier, if it is required.

Scenario 1:

Description of the scenario: In this scenario, we assume that failure in
the system is emanated from the technical part of the system. We assume
video processing IP produces processed video incorrectly. For example, we
assume that the expected visual mark for parking lot striping is assigned
on an incorrect position (value failure mode). As a consequence, the driver
cannot detect the surround environment correctly and decides and executes
incorrectly (value failure mode).

Modeling failure behavior: We show the failure propagation with under-
lined FPTC rules, which are the rules that are activated, shown in Figure 4.17.
In this scenario, video processing IP behaves as source and while its inputs
are noFailure, it produces valueSubtle failure mode in its output. This acti-
vated rule is shown on its subcomponent. DDR controller, display controller
and display subcomponents behave as propagational and propagate value-
Subtle from inputs to outputs.

Analysis of system behavior: ValueSubtle failure mode in IP5 means that
displayed information on the display is not correct. ValueSubtle propagates
to surround detecting, interactive experience and supported deciding and it
transforms to valueCoarse in executing. The reason for this transformation
is that if there is value failure mode in executing function, it can be detected
by user, which means valueSubtle transforms to valueCoarse. We show the
failure propagation by blue color of the underlined FPTC rules.

Interpreting the results: Based on back propagation of the results, we can
explain how the rules have been triggered. ValueCoarse on OP13 is because
of valueSubtle on IP12. ValueSubtle on IP12 is because of valueSubtle on
OP10 and we continue this back propagation to reach a component originat-
ing the failure, which is component with inputs IP31, IP32 and IP33. This
component is video processing IP.
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Name of the Possible failure modes at input ‘ Possible failure modes at output
PRSI FPTC rules
IP34: omission, valueSubtle OP34: omission, valueSubtle
Camera

IP34.variable - OP34.variable;

IP1: omission, valueSubtle OP20: omission, valueSubtle
Speed Sensor
IP1.variable - OP20.variable;

IP21: late, omission, commission OP21: late, commission, omission
Switch |
IP21.variable - OP21.variable;

IP20: late, omission, valueSubtle
IP22: late, omission, commission, valueSubtle

1P20.noFailure, IP22.noFailure - OP22.noFailure;
1P20.variable, IP22.noFailure > OP22.variable;
1P20.noFailure, IP22.variable -> OP22.variable;
Peripheral | |p20.variable, IP22.variable - OP22.variable;

Control 1P20.wildcard, IP22.omission - OP22.omission;
1P20.omission, IP22.wildcard - OP22.omission;
1P20.late, IP22.commission - OP22.commission;
1P20.late, IP22.valueSubtle - OP22.valueSubtle;
1P20.valueSubtle, IP22.late - OP22.valueSubtle;
1P20.valueSubtle, IP22.commission -> OP22.valueSubtle;

OP22: late, omission, commission, valueSubtle

Peripheral IP23: late, omission, commission, valueSubtle OP23: late, omission, commission, valueSubtle
Control Driver
Imp IP23.variable -> OP23.variable;
User IP24: late, omission, commission, valueSubtle OP24: late, omission, commission, valueSubtle
Application
Imp 1P24.variable -> OP24.variable;
IP25: late, omission, valueSubtle, commission OP25: late, omission, commission, valueSubtle

Video Receiver
Driver Imp | |p25 variable > OP25.variable;

Yiike IP27: late, omission, valueSubtle OP27: late, omission, valueSubtle
Processing
Engine Imp  |P27.variable - OP27.variable;

Display
Controller
Driver Imp

1P28: late, omission, valueSubtle, commission 0OP28: late, omission, commission, valueSubtle

1P28.variable - OP28.variable;

Video Storing 1P29: late, omission, valueSubtle, commission 0OP29: late, omission, commission, valueSubtle

Driver Imp | |p2g variable - OP29.variable;

IP26: late, omission, commission OP26: late, omission, commission, valueSubtle
IP30: late, omission, valueSubtle OP30: late, omission, valueSubtle
IP26.noFailure, IP30.noFailure - OP26.noFailure, OP30.noFailure;
Video IP26.variable, IP30.variable - OP26.variable, OP30.variable;
Processing 1P30.valueSubtle, IP26.late - OP30.valueSubtle, OP26.late;
IP Driver Imp | IP30.wildcard, IP26.0mission - OP26.omission, OP30.omission;

1P30.omission, IP26.wildcard -> OP30.valueSubtle, OP26.valueSubtle;
1P30.late, IP26.commission => OP30.commission, OP26.valueSubtle;
1P30.valueSubtle, IP26.commission -> OP30.commission, OP26.valueSubtle;

Figure 4.13: Modeling failure behavior of components [54]
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IP31: late, omission, valueSubtle

IP32: late, omission, valueSubtle OP33: late, omission, valueSubtle
IP33: late, omission, valueSubtle

IP31.noFailure, IP32.noFailure, IP33.noFailure - OP33.noFailure;
IP31.omission, IP32.wildcard, IP33.wildcard - OP33.omission;
IP31.wildcard, IP32.omission, IP33.wildcard - OP33.omission;
IP31.wildcard, IP32.wildcard, IP33.omission - OP33.omission;
IP31.late, IP32.noFailure, IP33.noFailure - OP33.late;

IP31.noFailure, IP32.late, IP33.noFailure - OP33.late;

IP31.noFailure, IP32.noFailure, IP33.late -> OP33.late;

IP31.value, IP32.noFailure, IP33.noFailure - OP33.valueSubtle;
IP31.noFailure, IP32.value, IP33.noFailure - OP33.valueSubtle;
IP31.noFailure, IP32.noFailure, IP33.valueSubtle -> OP33.valueSubtle;
IP31.late, IP32.valueSubtle, IP33.noFailure -> OP33.valueSubtle;
IP31.valueSubtle, IP32.late, IP33.noFailure -> OP33.valueSubtle;
IP31.noFailure, IP32.late, IP33.valueSubtle -> OP33.valueSubtle;
IP31.noFailure, IP32.valueSubtle, IP33.late -> OP33.valueSubtle;
IP31.valueSubtle, IP32.noFailure, IP33.1ate -> OP33.valueSubtle;
IP31.late, IP32.noFailure, IP33.valueSubtle -> OP33.valueSubtle;
IP31.late, IP32.late, IP33.late - OP33.late;

IP31.valueSubtle, IP32.valueSubtle, IP33.valueSubtle -> OP33.valueSubtle;
IP31.late, IP32.late, IP33.valueSubtle -> OP33.valueSubtle;
IP31.valueSubtle, IP32.late, IP33.late -> OP33.valueSubtle;

IP31.late, IP32.valueSubtle, IP33.late -> OP33.valueSubtle;
IP31.valueSubtle, IP32.late, IP33.valueSubtle -> OP33.valueSubtle;
IP31.valueSubtle, IP32.valueSubtle, IP33.late -> OP33.valueSubtle;
IP31.late, IP32.valueSubtle, IP33.valueSubtle - OP33.valueSubtle;

Video
Processing IP

IP35: late, omission, valueSubtle

IP36: late, omission, commission, valueSubtle
1P35.noFailure, IP36.noFailure - OP36.noFailure;
1P35.variable, IP36.noFailure - OP36.variable;
1P35.noFailure, IP36.variable > OP36.variable;
IP35.variable, IP36.variable - OP36.variable;
1P35.wildcard, IP36.omission - OP36.omission;
1P35.0mission, IP36.wildcard - OP36.omission;
1P35.late, IP36.commission - OP36.commission;
1P35.late, IP36.valueSubtle - OP36.valueSubtle;
IP35.valueSubtle, IP36.late - OP36.valueSubtle;
1P35.valueSubtle, IP36.commission - OP36.valueSubtle;

Video Receiver

IP37: late, omission, commission, valueSubtle
1P38: late, omission, valueSubtle
IP38.noFailure, IP37.noFailure - OP38.noFailure;
IP38.variable, IP37.noFailure - OP38.variable;
IP38.noFailure, IP37.variable - OP38.variable;
Video Storing | IP38.variable, IP37.variable - OP38.variable;
Unit 1P38.wildcard, IP37.omission = OP38.omission;
1P38.omission, IP37.wildcard - OP38.omission;
1P38.late, IP37.commission = OP38.commission;
1P38.late, IP37.valueSubtle - OP38.valueSubtle;
1P38.valueSubtle, IP37.late = OP38.valueSubtle;
IP38.valueSubtle, IP37.commission - OP38.valueSubtle;

IP39: Late, omission, valueSubtle OP39: late, omission, valueSubtle
IP40: late, omission, valueSubtle OPA40: late, omission, valueSubtle
IP41: late, omission, valueSubtle OP41: late, omission, valueSubtle
IP42: late, omission, valueSubtle OP42: late, omission, valueSubtle

OP36: late, omission, valueSubtle, commission

OP38: late, omission, valueSubtle, commission

DDR Controller
IP39.variable, IP40.wildcard, IP41.wildcard, IP42.wildcard -> OP39.variable;

IP39.wildcard, IP40.variable, IP41.wildcard, IP42.wildcard -> OP40.variable;
IP39.wildcard, IP40.wildcard, IP41.variable, IP42.wildcard -> OP41.variable;
IP39.wildcard, IP40.wildcard, IP41.wildcard, IP42.variable -> OP42.variable;

Figure 4.14: Modeling failure behavior of components (Cont.) [54]
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IP43: late, omission, valueSubtle

IP44: late, omission, commission, valueSubtle Rt llteonissionuallesbHE

IP43.noFailure, IP44.noFailure - OP44.noFailure;
IP43.variable, IP44.noFailure > OP44.variable;
IP43.noFailure, IP44.variable > OP44.variable;
IP43.variable, IP44.variable - OP44.variable;
IP43.wildcard, IP44.omission - OP44.omission;
IP43.omission, IP44.wildcard - OP44.omission;
1P43.late, IP44.commission = OP44.commission;
IP43.1ate, IP44.valueSubtle - OP44.valueSubtle;
IP43.valueSubtle, IP44.late > OP44.valueSubtle;
IP43.valueSubtle, IP44.commission - OP44.valueSubtle;

IP45: late, omission, commission, valueSubtle OP45: late, omission, commission, valueSubtle

IP45.variable - OP45.variable;

IP2: late, omission, valueSubtle, valueCoarse OP2: late, omission, valueSubtle, valueCoarse

IP2.variable - OP2.variable;

IP3: late, omission, valueSubtle, valueCoarse OP3: late, omission, valueSubtle, valueCoarse

IP3.variable - OP3.variable;

IP4: late, omission, valueSubtle, valueCoarse OP4: late, omission, valueSubtle, valueCoarse

IP4.variable > OP4.variable;

IP5: late, omission, valueSubtle
IP6: late, omission, valueSubtle
IP7: omission, valueSubtle, late

OPE6: late, omission, valueSubtle
OP7: late, omission, valueSubtle

IP5.noFailure, IP6.noFailure, IP7.noFailure - OP6.noFailure, OP7.noFailure;
IP5.omission, IP6.wildcard, IP7.wildcard -> OP6.omission, OP7.omission;
IP5.wildcard, IP6.omission, IP7.wildcard -> OP6.omission, OP7.omission;
IP5.wildcard, IP6.wildcard, IP7.omission - OP6.omission, OP7.omission;

IP5.1ate, IP6.noFailure, IP7.noFailure - OP6.late, OP7.late;

IP5.noFailure, IP6.late, IP7.noFailure - OP6.late, OP7.late;

IP5.noFailure, IP6.noFailure, IP7.late - OP6.late, OP7.late;

IP5.valueSubtle, IP6.noFailure, IP7.noFailure - OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.valueSubtle, IP7.noFailure > OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.noFailure, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IP5.late, IP6.valueSubtle, IP7.noFailure - OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.late, IP7.noFailure - OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.late, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.valueSubtle, IP7.1ate - OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.noFailure, IP7.1ate - OP6.valueSubtle, OP7.valueSubtle;
IP5.late, IP6.noFailure, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IPS.late, IP6.late, IP7.late - OPG6.late, OP7.late;

IP5.valueSubtle, IP6.valueSubtle, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IP5.1ate, IP6.late, IP7.valueSubtle > OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.late, IP7.late > OP6.valueSubtle, OP7.valueSubtle;

IP5.late, IP6.valueSubtle, IP7.late > OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.late, IP7.valueSubtle -> OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.valueSubtle, IP7.late -> OP6.valueSubtle, OP7.valueSubtle;
IP5.late, IP6.valueSubtle, IP7.valueSubtle -> OP6.valueSubtle, OP7.valueSubtle;

IP8: late, omission, valueSubtle OPS8: late, omission, valueSubtle

IP8.variable - OP8.variable;

Figure 4.15: Modeling failure behavior of components (Cont.) [54]
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IP9: late, omission, valueSubtle

IP10: late, omission, valueSubtle

IP9.noFailure, IP10.noFailure -> OP10.noFailure;

IP9.variable, IP10.noFailure - OP10.variable;

Supported IP9.noFailure, IP10.variable - OP10.variable;
Deciding IP9.variable, IP10.variable -> OP10.variable;

IP9.wildcard, IP10.omission = OP10.omission;

IP9.omission, IP10.wildcard - OP10.omission;

IP9.late, IP10.valueSubtle -> OP10.valueSubtle;

IP9.valueSubtle, IP10.late > OP10.valueSubtle;

OP10: late, omission, valueSubtle

IP11: late, omission, valueSubtle OP11: late, omission, valueSubtle
Social Presence
IP11.variable -> OP11.variable;

IP12: late, omission, valueSubtle

IP13: late, omission, valueSubtle

IP12.noFailure, IP13.noFailure - OP13.noFailure;
IP12.late, IP13.noFailure -> OP13.late;
IP12.noFailure, IP13.late -> OP13.late;

IP12.late, IP13.late > OP13.late;

Executing IP12.valueSubtle, IP13.noFailure - OP13.valueCoarse;
IP12.noFailure, IP13.valueSubtle -> OP13.valueCoarse;
IP12.valueSubtle, IP13.valueSubtlev - OP13.valueCoarse;
IP12.wildcard, IP13.omission > OP13.omission;
IP12.omission, IP13.wildcard - OP13.omission;

IP12.late, IP13.valueSubtle - OP13.valueCoarse;
IP12.valueSubtle, IP13.late - OP13.valueCoarse;

OP13: late, omission, valueCoarse

Figure 4.16: Modeling failure behavior of components (Cont.) [54]
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Figure 4.17: Analyzing AR-equipped socio-technical system (Scenariol) [54]
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The analysis results can be helpful in hazard identification and categoriza-
tion. Since the reason for system failure is a technical component, functional
safety is addressed by ISO 26262.

In this case, unintended displayed information is the identified hazard and
the reason is failure in video processing IP. System failure in this scenario
would lead to light accident and light injuries. The reason is that the speed
is not usually high while parking the car. Based on the explanation in Sec-
tion 2.4 and Figure 2.5, severity in this case is S1. Class of exposure is E4,
because probability of exposure is more than 10%. It means that it is more
than 10 percent probable that a driver be exposed to parking situation while
driving a car. Finally, class of controllability is C2 or normally controllable.
It means that more than 90% of drivers can control this situation. Therefore,
ASIL level for this case is A, based on Figure 2.5. Since ASIL level is A,
then we should define safety goal, functional and technical safety require-
ments in order to overcome this risk. For example, for this scenario safety
goal, functional safety requirement and technical safety requirement can be
defined as follows to prevent failure in processing unit IP:

— Safety goal: The driver shall be notified, if there is failure in processing.
— Safety requirement:

+ Functional safety requirement: A monitoring component should be
used to check the processing actively.

+ Technical safety requirement: Monitoring function should check the
processing output every 10ms.

After interpreting the results and providing safety requirements, system de-
sign would be updated. Then, failure behavior can also be updated and failure
propagation analysis can be repeated for another iteration.

Scenario 2:

* Description of the scenario: In this scenario, we assume that the technical
part of the system works without failure, but driver doesn’t have interactive
experience. For example, it is the first time driver is working with systems
containing AR and he/she can not understand the meaning of AR notations.
Therefore, driver would decide and execute incorrectly.

* Modeling failure behavior: We show the failure propagation with under-
lined FPTC rules, which are the rules that are activated, shown in Figure 4.18.
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Surround view sub-components behave as propagational and propagate no-
Failure from inputs to outputs. Interactive experience behaves as source and
while its input is noFailure, it has omission failure mode on its output. This
activated rule is shown on this component.

* Analysis of system behavior: Omission failure mode in interactive experi-
ence transforms to valueSubtle in supported deciding, because lack of inter-
active experience causes wrong decision and in executing, it transforms to
valueCoarse. Similar to the first scenario, the reason for this transformation
is that if there is value failure mode in executing function, it can be detected
by user, which means valueSubtle transforms to valueCoarse.

* Interpreting the results: Based on back propagation of the results, we can
explain how the rules have been triggered. ValueCoarse on OP13 is because
of valueSubtle on IP12. ValueSubtle on IP12 is because of valueSubtle on
OP10 and we continue to IP8, which is related to interactive experience com-
ponent.

In this scenario, we considered failure in AR-related part of the system and
since it refers to limitation in intended functionality (SOTIF related hazards),
we do not determine ASIL level. If the expected severity and controllability
of the scenario is higher than SO and CO respectively, we need to consider
SOTIF safety process [99]. As we explained in the previous scenario, sever-
ity and controllability are higher than SO and CO. Lack of interactive expe-
rience leads to system failure and incorrect deciding is the identified hazard.
Safety goal and safety requirement can be defined as follows. Since the fail-
ure is not emanated from technical part of the system, we do not need to
specify technical safety requirement:

— Safety goal: Interactive experience shall be provided for the driver.

— Safety requirement: The Company should provide a training video for
all drivers at the first time of using the system.

After applying the requirements the behavior of this component would change
from source to other types and analysis can be repeated.

It is not possible to detect risk originated from failure in interactive expe-
rience, without using the proposed representation constructs, because using
these representation constructs or modeling elements provides the possibil-
ity to analyze their failure propagation and provides the possibility to analyze
effect of these failures on system behavior. Then based on analysis results
decision about design change or fault mitigation mechanisms would be taken.
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Figure 4.18: Analyzing AR-equipped socio-technical system (Scenario2) [54]
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Scenario 3:

* Description of the scenario: In this scenario, we assume that road transport
organization has not updated rules and regulations based on AR technology,
which is a limitation in intended functionality. For example, parking lot
striping is not updated to be used by AR applications and it affects on road
condition, but monitoring and feedback component detect this problem and
provide a feedback to driver. This feedback would be a visual text alarm
showing that there is a problem in AR information. Therefore, driver will
not depend on shown result and try to decide and execute correctly.

* Modeling failure behavior: We show the failure propagation with under-
lined FPTC rules, which are the rules that are activated, shown in Figure 4.19.
Similar to the previous scenario, surround view subcomponents behave as
propagational and propagate noFailure from inputs to outputs. Organization
and regulation AR adoption behaves as source and while its input is noFail-
ure, it has omission failure mode on its output. This activated rule is shown
on this component. Monitoring and feedback component behaves as sink and
while its input is omission, it has noFailure on its output.

¢ Analysis of system behavior: Omission failure mode propagates from orga-
nization and regulation AR adoption to condition and monitoring and feed-
back. In monitoring and feedback it will transform to noFailure. Then,
noFailure is propagated from surround detecting to interactive experience,
supported deciding and executing.

* Interpreting the results: In this scenario, system output is provided without
failure. Thus, there is no hazard and no safety requirement is required.

4.4.6 Compliance with ISO 26262 and SOTIF

Proposed risk assessment activities support several ISO 26262 and SOTIF de-
velopment process activities, shown in Table 4.2. Defining involved entities in
step 1 and important aspects of each entity in step 2 supports Item definition ac-
tivity of ISO 26262 standard and functional and system specification of SOTIF
standard. In step 1 and 2 of our proposed activities, components and subcom-
ponents are defined, which can support provision of items and functional spec-
ification. System model including all components and subcomponents support
provision of system specification. Provided component-based model in step 1
and 2 of our proposed framework can be used as work products expected by
the standards.
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Figure 4.19:

Analyzing AR-equipped socio-technical system (Scenario3) [54]
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Modeling important aspects of each entity, analyzing their behavior and an-
alyzing system behavior supports hazard analysis and risk assessment (HARA)
of ISO 26262 standard and SOTIF related hazard identification and risk eval-
uation and also identification and evaluation of triggering events of SOTIF
standard. In hazard analysis and risk assessment of ISO 26262, the aims are to
identify the hazards and formulating safety goals. Step 2, 3 and 4 of our pro-
posed activities support hazard identification by modeling failure propagation
and by providing analysis results of different scenarios. These results support
formulating safety goals to avoid unaccepted risks. In SOTIF related hazard
identification and risk evaluation, the aims are identifying and evaluating SO-
TIF related hazards and their consequences. Modeling and analyzing activities
in step 2, 3 and 4 provide the support for identification and evaluation of SOTIF
related hazards and their consequences. For example, failing to pay attention
leads to deciding incorrectly, which is a SOTIF related hazard and it leads to
executing incorrectly. The modeling elements, used in step 2 and 3, provide
the possibility to model and analyze paying attention, deciding and executing
functions. Analysis in step 4 also provides the consequences at system level.
Provided model in step two, three and analysis results in step four can be used
as work products expected by the standards.

Analyzing system behavior in step 4 also supports defining functional and
technical safety requirements, which are used in functional and technical safety
concept of ISO 26262 standard and it also supports functional modification to
reduce SOTIF risk of SOTIF standard. In addition, analysis results are based
on considering various scenarios, which support verification test in ISO 26262
and verification of the SOTIF. Required work products for verification test in
ISO 26262 and SOTIF standards can be prepared based on analysis results in
step four of our proposed framework.

This contribution is presented in Paper B (see Chapter 8).

4.5 Applying the Framework in Robotic Domain

In this section, we apply our framework in a different domain to evaluate the
applicability and effectiveness of our framework in a new domain. To do that,
we choose a digitalized socio-technical factory system, focusing on the human-
robot collaboration for a realistic diesel engine assembly task using AR-based
user interface in an organization affected by organizational changes. Then, we
discuss about the extent the robotic safety standards are supported (to demon-
strate the applicability of the framework in the robotic domain), the extent
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Table 4.2: Risk assessment activities of our provided framework and supported
ISO 26262 and SOTIF development process activities [54]

The proposed activity

ISO 26262 activity

SOTIF activity

Defining involved entities and im-
portant aspects of each entity (Step1
and 2)

Item definition

Functional and system
specification

Defining important aspects of each
entity, analyzing its behavior and
system behavior (Step2, 3 and 4)

HARA

SOTIF related hazard
identification and risk
evaluation and Identifi-
cation and evaluation of
triggering events

Analyzing system behavior (Step 4)

Functional safety
concept

Functional modification to
reduce SOTIF risk

Analyzing system behavior (Step 4)

Technical  safety
concept

Functional modification to
reduce SOTIF risk

Analyzing system behavior (Step 4)

Verification test

Verification of the SOTIF

the conceptualizations provided by the framework are effective to capture the
essential information for risk assessment in socio-technical robotic manufac-
turing and the extent the risk assessment is effective with respect to AR and

organizational changes.

4.5.1 Research Methodology

This subsection describes the research method that we used for conducting
and reporting our study. The research method is based on the guidelines for
conducting and reporting case studies by Runeson and Host [97]. There are
five main steps for conducting and reporting a case study:

1. Case study design: In this step, objectives should be defined and the case
study should be planned. In order to define objectives, a set of research
questions can be defined. In order to plan the case study, the case (object of

study) and case study protocol should be defined.

2. Preparation for data collection: In this step, procedures and protocols for
data collection should be defined. The principal decisions on methods for
collecting data are taken in the design step (defining the case study protocol)
and the details of procedures are defined in this step.
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3. Collecting evidence: In this step, the case study should be executed and
data should be collected according to case study protocol. It is important
to have several data sources to limit the effects of one data source inter-
pretation. The collected data should provide the ability to address research
questions.

4. Analysis of collected data: In this step, the collected data should be an-
alyzed by defining an analysis methodology. There would be conclusions
from the analysis such as recommendations for future studies.

5. Reporting the results: In this step, the results should be reported. The re-
sults include answers to the research questions, conclusions, suggestions for
future research direction. Threats to validity can be analyzed with proposing
countermeasures to reduce them.

we regroup these steps into 3 main activities as follows. Activity one, called
planning the study, includes: step 1 and step 2; activity two, called executing
the study, includes: step 3, step 4 and activity three, called discussion on the
results and their validity which refers to step 5. We explain execution of these
activities in the following sections.

4.5.2 Planning the Study
Objectives

We aim at evaluating the applicability and effectiveness of the FRAAR frame-
work for the purpose of assessing risk of an AR-equipped socio-technical sys-
tem in human robot collaboration domain with respect to considering effects
of AR and organizational changes and support for standards. Based on this
objective, we define the following research questions (Qs):

1. QI: To what extent are the related safety standards in the robotic domain
supported (which demonstrates the applicability of the framework in robotic
domain)?

2. Q2: To what extent are the conceptualizations provided by the framework
effective to capture the essential information for assessing risk in the socio-
technical robotic factory?

3. Q3: To what extent is the risk assessment effective with respect to capturing
factors related to effects of AR and organizational changes?



4.5 Applying the Framework in Robotic Domain 89

Based on these research questions, we define metrics for characterizing and
answering the research questions.
Metrics based on Qs:

1. M1: Percentage of supported risk assessment steps provided by standards.
2. M2: Percentage of covered typical human robot interaction failures.

3. M3: Percentage of extensions on identified risk sources with respect to ef-
fects of AR and organizational changes.

We show the defined goal, questions and metrics based on GQM model in
Figure 4.20.

Goal: Evaluating the applicability and effectiveness of FRAAR
framework in socio-technical robotic manufacturing with
respect to considering effects of AR and organizational
changes and support for related safety standards

Q1: To what extent are the related Q2: To what extent are the Q3: To what extent is the risk
safety standards supported which conceptualizations provided in FRAAR assessment effective with respect
demonstrates the applicability of effective for capturing essential information to capturing effects of AR and
the framework in robotic domain? in socio-technical robotic manufacturing? organizational changes?

M3: Percentage of extension

M1: Percentage of supported M2: Percentage of covered . o N a
. " on identified risk sources with
risk assessment steps of typical human robot respect to effects of AR and
related safety standards interaction failures P

organizational changes

Figure 4.20: Defined goal, questions and metrics using GQM method

Selected Case

In this subsection, we describe an AR-equipped socio-technical system which
we selected based on [100] and a taxonomy of typical failures in human robot
collaboration proposed in [101].

The system contains the following entities:

¢ Technical entities:
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— A robot collaborating with the human worker for the engine assembly task.

— An AR user interface for illustrating information such as instructions and
robot status to the human worker.

¢ Socio entities:

— A human worker who is working in local diesel engine manufacturing
company.

— Diesel manufacturing organization which is responsible for providing rules
and regulations, proper work conditions and etc.

Interactive AR-based user interface (UI) proposed in [100] provides capa-
bilities to improve safety of collaboration between human and robot in diesel
manufacturing. There are two types of implementations for the AR-based UlI:
using projector-mirror setup (Figure 4.21) or wearable AR gear (HoloLens)
(Figure 4.22). In projector-mirror setup the AR indications are shown on the
table around the robot, while in wearable AR HoloLens the indications are
shown on the display of the headset used by the human worker. We focus on
projector-mirror setup.

Figure 4.21: Robot and AR-based Ul using projector-mirror [100]

The AR-based UI provides six main indications: 1) danger zone which is
the region the worker should avoid, 2) changes of human zone, 3) GO and
STOP button for starting and stopping the robot, 4) CONFIRM button for veri-
fying and changing of regions, 5) ENABLE button for enabling GO and CON-
FIRM buttons and 6) a graphical display box containing the instructions and
status of the robot.

The considered task is based on [100] which is a part of a real engine as-
sembly task taken from a local company. It contains five sub-tasks which one
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Figure 4.22: Robot and Human using AR-based wearable HoloLens UI [100]

of them (sub-task 4) is collaborative and we have the focus on that. These sub-
tasks are: 1) installing 8 rocker arms (by human), 2) installing the engine frame
(by robot), 3) Inserting 4 frame screws (by robot), 4) installing the rocker shaft
(bringing and providing required force by robot and accurate positioning by
human), 5) inserting the nuts on the shaft (by robot). The rocker shaft weights
4.3 kg and it is helpful to use a robot for bringing it. However, it is also crucial
to consider safety issues while the human is in close distance and dropping the
shaft on human worker’s hands would lead to serious injuries.

In [101] a taxonomy of typical failures in human-robot collaboration is
provided based on a literature review conducted in the paper. Based on this
taxonomy there are two main types of failures in human robot collaboration:
technical failures and interaction failures. Technical failures are categorized to
hardware and software failures. Interaction failures are categorized to human
errors, environment and other agents, and social norm violations. Software
failures are categorized to design failures, communication failures (categorized
to incorrect data, bad timing, extra data and missing data), and processing
failures (categorized to missing events, timing and ordering, abnormal termi-
nations and incorrect logic). Hardware failures are categorized to effectors,
power, control and sensors failures. Human errors are categorized to mistakes,
slips, lapses and deliberate violations. Environment and other agents failures
are categorized to group-level judgment, working environment and organiza-
tional flaws.
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Study Protocol

Based on [97], there are three types of data collection techniques: first degree
(researcher in direct contact with the subjects collecting data in real time such
as interview), second degree (researcher collects data without interacting with
the subjects such as observation) and third degree (analysis of work artifacts
such as using archival data). In this study, we use the third degree data col-
lection technique. However, we use multiple sources of evidence in order to
increase trustworthiness of the work. For selecting the case containing aug-
mented reality in a real context, we use [100] which describes an AR-equipped
socio-technical system with its real-life context. In order to model technical
entities, we use technical details described in the related product websites.
In addition, we collect data based on Goal Question Metric method (GQM)
[91] which is a goal-oriented measurement technique as we explained in Sec-
tion 2.6. Based on this technique, the goal of the study is defined and then
research questions are defined based on the goal to trace goal to data intended
to define the goal operationally. Finally, metrics are defined based on the re-
search questions for characterizing and answering them to achieve the goal.

4.5.3 Executing the Study
System Modeling

Based on the first step of the FRAAR framework explained in Subsection 4.3,
in order to model the system, we need to identify the system entities (as we
identified in Subsection 4.5.2). Then, based on the second step, we need to
identify the important aspects of each entity. Important aspects are required
for modeling subcomponents of each composite component representing the
related entity. We identify important aspects of the robot collaborating with
human using the description provided in [100] and product technical specifi-
cations in [102] and [103]. For identifying human and organization important
aspects, we use the extended modeling elements of FRAAR framework shown
in Figure 4.2 and Figure 4.1.

* Important aspects of robot:

— Control box hardware: it is a hardware for receiving command from com-
puting system and providing control commands for controlling the arm
and gripper using its related software.

— Control box software: it is a software in relation to control box hardware
for providing the commands.
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Arm: it is a hardware for receiving command from control box and pro-
viding the required movement.

Gripper: it is a hardware for receiving command from control box and
providing the required movement.

» Important aspects of projector-mirror UI:

RGB-D sensor: it is a hardware for capturing color image (RGB) and
depth information from the scene and providing the required information
to be sent to the computing system.

Computing system hardware: it is a hardware in relation to the computing
system software for conducting the computations.

Computing system software: it is a software for providing command for
robot and for providing the required input for 3LCD projector using the
received information from RGB-D sensor.

A 3LCD video projector: it is a hardware for receiving information from
computing system and providing a 1920¥1080 color image with 50 Hz
frame rate.

Mirror: it is a hardware for increasing the projection area.

 Important aspects of human worker:

Mental state: it refers to mental state of human that may influence on hu-
man behavior. For example, there may be problem in mental state because
of time pressure and it may influence on worker behavior and it may lead
to wrong decision and execution.

Detecting: it refers to human detecting function.
Deciding: it refers to human deciding function.
Executing: it refers to human executing function.

Information processing: it refers to human information processing func-
tion.

Communicating: it refers to human communicating function (for example
with other people).

Cultural distance: it refers to a factor related to organizational changes.
For example, if there is any misunderstanding between the worker and the
manager due to distance between their cultures.
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Interactive training/experience: it refers to a factor related to AR. When
AR is used in the system, it is required for the worker to have training/ex-
perience to be able to work with AR interface.

Conforming to rules: it refers to a human function for conforming to rules.

 Important aspects of diesel manufacturing organization:

Ul,

Financialized strategy: it refers to a factor related to the effects of new
organizational changes that causes increasing power of financial actors
leading to new strategies.

Time pressure: it refers to a factor that may influence on human behavior,
because time pressure may cause wrong decision and execution by human.

Condition: it refers to the condition provided by the organization.

Augmented environment: it refers to the environment provided by using
augmented reality. For example, when a projector is used for illustrat-
ing AR information, the augmented environment is the virtual displayed
information along with the physical environment of the user.

Resource management: it refers to managing the resource in the organiza-
tion.

Organization and regulation AR adoption: it refers to updating rules and
regulations based on changes due to AR.

Equipment: it refers to equipment used for performing the task.
Organizational process: it refers to daily corporate decisions.
Oversight: it refers to providing feedback for managers.

Digitalized task: it refers to a factor integrating effects of organizational
changes. It refers to task definition provided by organization while the
task is digitalized as an organizational change.

An overview of the integration of human worker, AR-based projector-mirror
robot and organizational factors is provided in Figure 4.23.
In Figure 4.24, we show how the considered AR-equipped socio-technical

system is modeled using the extended modeling language of FRAAR frame-
work. Human worker contains nine subcomponents with four inputs. Three of
human inputs are from organization and one is from system input as commu-
nicating input. Interactions between different subcomponents are shown in the
figure. The output of human worker is Human Action shown by HA.
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Figure 4.23: Integration of human worker, AR-based projector-mirror UI, robot
and organizational factors (adapted from [104] and [105])

Robot has five subcomponents and one input coming from a computing
system which contains the commands which should be executed by the robot.
Output of the robot is robot action which is shown by RA. AR-based Projector-
mirror UI has six subcomponents and one input which is input of the system
containing the RGB-D data sensed by sensor, shown by RGB-D.

Organization has ten subcomponents and two inputs, one coming from mir-
ror and the other input is connected to the input of the system. The input com-
ing from the system input is influences from regulation authorities shown by
REG. The organization has four outputs. One of them is connected to system
output shown by OS, which is output of oversight subcomponent and provides
the feedback for managers about the organization. The other three outputs are
from augmented environment, time pressure and organization and regulation
AR adoption, which are connected to worker inputs.

System Analysis

This subsection reports on the analysis of the system based on step 3 and step
4 of the FRAAR framework explained in Subsection 4.3. We assume that
human worker and robot are collaborating to perform sub-task 4 explained in
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Figure 4.24: Modeling of the AR-equipped socio-technical system

Subsection 4.5.2 and we consider three scenarios as examples and we show the
analysis results.

Scenario 1:
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Description of the scenario: In this scenario, we assume that failure in the
system is emanated from the financialized strategy. For example, because of
increasing power of financial actors, new strategies are assigned to increase
production. This can lead to changes on definitions of organization process and
it causes changes in definition of the digitalized task (for example the collab-
oration between human and robot should be performed with higher speed). It
can cause time pressure for worker. Time pressure can cause improper mental
state, incorrect information processing, incorrect deciding and incorrect exe-
cuting by the human worker and the human worker may move his/her hands
under the rocker shaft when the robot is bringing it to install it (value failure
mode). The result is a post normal accident, because it is due to new organiza-
tional changes.

Modeling failure behavior: The activated FPTC rules are underlined in Fig-
ure 4.25. In this scenario, financialized strategy behaves as source and while
there is no failure on its input, it produces valueSubtle failure on its output. Or-
ganizational process, digitalized task, time pressure, mental state, information
processing and deciding subcomponents behave as propagational and propa-
gate valueSubtle from their inputs to their outputs and executing subcompo-
nent transforms valueSubtle to valueCoarse. The reason is that value failure in
executing function can be detected by user.

Analysis of system behavior:  ValueSubtle failure mode on IP18 means that
the there is failure in the provided financialized strategy. ValueSubtle prop-
agates to organizational process, digitalized task, time pressure, mental state,
information processing, deciding and executing. The failure propagation is
shown by blue color.

Interpreting the results: Based on the back propagation of the results, we
can explain how the rules are triggered. ValueCoarse on OP40 is because of
valueSubtle on OP39 and it is because of valueSubtle on OP37. ValueSubtle
on OP37 is because of valueSubtle on OP32 and it is because of valueSubtle
on OP20. ValueSubtle on OP20 is because of valueSubtle on OP19 and it is
because of valueSubtle on OP18. Finally, valueSubtle on OP18 is because of
valueSubtle on OP17.

The results can be helpful to support hazard identification and analysis re-
quired by safety standards used in robotic and human robot collaboration.
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Figure 4.25: Analyzing the AR-equipped socio-technical system (Scenario 1)

In this case, unexpected movement by human is the identified hazard and
the reason is improper financialized strategy leading to time pressure. Sys-
tem failure in this scenario would lead to sever injury since the human worker
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would move his/her hands under the rocker shaft when the robot is bringing
the shaft to install it. Based on the standard ISO 13849-1:2015 [57] explained
in Subsection 2.4.2, severity is s2 and frequency and duration of exposure to
the risk is f1 and the possibility of avoiding the risk is pl. Thus, based on
Figure 2.8, required performance level is PLr = ¢, which is quit high.

In this case we define the following safety requirement:

» Safety requirement: Evaluation for financialized strategies shall be pro-
vided.

Scenario 2:

Description of the scenario: In this scenario, we assume there is failure in
the augmented environment, while there is no failure in the augmented reality
information provided by the projector and there is also no failure in the con-
dition and equipment provided by the organization. However, the table used
for projection of AR information has some patterns on it and it causes that the
worker misread (value failure mode) the AR information shown by projector.
This leads to wrong detecting, wrong information processing, wrong deciding
and wrong executing by the human worker (value failure mode).

Modeling failure behavior: The activated FPTC rules are underlined in Fig-
ure 4.26. In this scenario, augmented environment behaves as source and while
there is no failure on its inputs, it produces valueSubtle failure on its outputs.
Oversight, detecting, information processing and deciding subcomponents be-
have as propagational and propagate valueSubtle from their inputs to their out-
puts and executing subcomponent transforms valueSubtle to valueCoarse. The
reason is that value failure in executing function can be detected by user.

Analysis of system behavior: ValueSubtle failure mode on IP30 means that
the detected AR information by the user is incorrect. ValueSubtle propagates
to information processing, deciding, and executing. The failure propagation is
shown by blue color. ValueSubtle failure mode on IP27 means that the over-
sight received from the organization is not correct. However, since it is not
detected by managers it is propagated as valueSubtle and it is not transformed
to valueCoarse.
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Figure 4.26: Analyzing the AR-equipped socio-technical system (Scenario 2)

Interpreting the results: Based on the back propagation of the results, we
can explain how the rules are triggered. ValueCoarse on OP40 is because of
valueSubtle on OP39 and it is because of valueSubtle on OP37. ValueSubtle
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on OP37 is because of valueSubtle in OP30 and it is because of valueSubtle on
OP26.

In this case also, unexpected movement by human (failure in human action)
is the identified hazard and the reason is failure in augmented environment.
Similar to the previous scenario, system failure in this scenario would lead to
sever injury since the human worker may move his/her hands under the rocker
shaft when the robot is bringing the shaft to install it. In this case also severity is
s2 and frequency and duration of exposure to the risk is f1 and the possibility
of avoiding the risk is pl. Thus, based on Figure 2.8, required performance
level is PLr = ¢, which is quit high.

To reduce this risk, it is possible to limit the speed of the robot using me-
chanical safety design of the gripper. However, it would affect on system per-
formance and efficiency. Another possibility is to provide necessary display
requirements as part of safety requirements in order to prevent intervention in
the augmented environment. Thus, in this case we define the following safety
requirement:

¢ Safety requirement: The environment shall conform to the requirements of
AR integration.

Scenario 3:

Description of the scenario: In this scenario, we assume there is failure in
control box software. This can lead to failure in arm and gripper movements
leading to drop of shaft (value failure mode).

Modeling failure behavior: The activated FPTC rules are underlined in Fig-
ure 4.27. In this scenario, control box software behaves as source and while
there is no failure on its input, it produces valueSubtle failure on its output.
Arm subcomponent behaves as propagational and propagates valueSubtle from
its input to its output and gripper subcomponent transforms valueSubtle to val-
ueCoarse. The reason is that value failure in robot movement can be detected
by user.

Analysis of system behavior: ValueSubtle failure mode in IP10 means that
the there is failure in the provided command from control box. ValueSubtle
propagates to gripper. The failure propagation is shown by blue color.
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Figure 4.27: Analyzing the AR-equipped socio-technical system (Scenario 3)

Interpreting the results:

Based on the back propagation of the results, we

can explain how the rules are triggered. ValueCoarse on OP12 is because of

valueSubtle on OP8 and OP10 and valueSu

btle on OP10 is because of value-
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Subtle on OP9. ValueSubtle on OP8 and OP9 is because of failure in control
box software.

In this case, drop of the shaft is the identified hazard and the reason is
improper provided command by control box. System failure in this scenario
would lead to sever injury since the human worker’s hands may be under the
rocker shaft when the robot drops it. In this case severity is s2 and frequency
and duration of exposure to the risk is f1 and the possibility of avoiding the risk
is p2. Thus based on Figure 2.8, required performance level is PLr = d, which
is high.

In this case we define the following safety requirement:

* Safety requirement: The computing system shall actively monitor the status
of the control box.

Similarly, we can consider various other scenarios and update the system
analysis based on them to investigate further risk sources, their effects and
related safety requirements.

In this subsection, we applied the FRAAR framework for three example
scenarios using some important aspects of socio and technical entities to illus-
trate how the modeling and analysis is conducted and how we can identify risk
sources and related safety requirements. There is the possibility to consider
more important aspects and extend the modeling and analysis. For example,
in Table 4.3 and 4.4, we provide further possible risk sources in relation to so-
cio aspects using the extended modeling elements which are integrated in the
FRAAR framework. We show the risk sources in connection with effects of
organizational changes or AR with gray color to be able to illustrate the extent
of risk assessment extension with respect to effects of AR and organizational
changes.

As it is shown in this table, there are various risk sources in relation to
effects of AR and organizational changes which are identified and analyzed
using the extended modeling elements.

4.5.4 Discussion on the Results and Their Validity
Discussion on the results

In this subsection, we discuss on the results and how metrics are calculated to
answer the research questions to reach the goal.
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Table 4.3: Identified list of dependability threats/risk sources

Identified risk sources

Description

Safety requirement

Training/experience
problem

The required training is not (properly)
provided for the user to perform the as-
sembly task

Training shall be provided based on
best practices

Interactive training/ex-
perience problem

The required training is not (properly)
provided for the user to work with AR
interface

AR-related training shall be provided
based on best practices

Social presence problem

Cultural distance prob-
lem

The user is fully taken by AR tech-
nology and miss the connectivity with
other people and environment

Communication between user and
manager is affected by culture causing
misinterpretation

The user shall receive notification
through the system in case of receiving
crucial communication requirement

Guidelines shall be provided for defin-
ing critical communication keywords

Physical state problem

There is injury or physical problem in
the user body

Minimum level of required physical
state for starting the work shall be de-
fined

Mental state problem

There is problem in psychological state
of the user

Minimum level of required psycholog-
ical state for starting the work shall be
defined

Deciding/ making plan
problem

There is problem in deciding and mak-
ing plan

Evaluation for deciding competence
shall be provided

Supported
problem

deciding

Problem in deciding which is based on
guidance provided by AR technology

Evaluation of AR notifications for sup-
porting deciding shall be provided

Information processing
problem

the user has problem in processing in-
formation

Evaluation for information processing
competence shall be provided

Paying attention prob-
lem

The user has problem in paying atten-
tion during the task performance

Evaluation of AR notifications for pay-
ing attention competence shall be pro-
vided

Directed paying atten-
tion problem

There is problem in directing attention
of user by AR-based Ul

Evaluation of AR notifications for di-
rected paying attention shall be pro-
vided

Identifying problem

The user has identification problem

Evaluation for identifying competence
shall be provided

Perceiving problem

Surround
problem

perceiving

The user has perceiving problem

The user can not perceive surrounding
environment as it is intended by AR

Evaluation for perceiving competence
shall be provided

Evaluation of AR notifications for sur-
round perceiving shall be provided

Sensing problem

The user has problem in sensing

Evaluation for sensing competence
shall be defined

Accelerated perceiving
problem

The user can not accelerate perceiving
as it is intended by AR

Evaluation of AR notifications for ac-
celerated perceiving shall be provided

Conforming to rules

problem

The user has problem in conforming to
rules

Evaluation for conforming to rules
competence shall be provided

Executing problem

The user has problem in executing

Evaluation for executing competence
shall be provided

Communicating
lem

prob-

The user has problem in communicat-
ing

Evaluation for communicating compe-
tence shall be provided

Ensuring goal achieve-
ment by feedback prob-
lem

The user has problem in ensuring goal
achievement by feedback

Evaluation for ensuring goal achieve-
ment by feedback competence shall be
defined
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Table 4.4: Identified list of dependability threats/risk sources (Cont.)

Identified risk sources Description Safety requirement

Resource management | There is problem in managing re- | Guidelines shall be provided for re-
problem sources in the organization source management

Organizational ~process | There is problem in daily corporate de- | Guidelines shall be provided for orga-
problem cisions nizational process

Organizational ~climate | There is problem in organization cul- | Guidelines shall be provided for orga-
problem ture and policy nizational climate

Rules and regulations | There is problem in rules and regula- | Guidelines shall be provided for orga-
problem tions nizational rules and regulations
Oversight problem There is problem in providing feedback | Guidelines shall be provided for orga-

for managers

nizational oversight

Networked structure of
organization problem

There is problem because of the net-
worked structure of organization

Guidelines shall be provided for orga-
nizing networked structure

Supervision communi-
cation problem

There is problem in communication be-
tween the supervisors

Guidelines shall be provided for com-
munication at supervision level

Monitoring and feed-
back problem

There is problem in monitoring and
feedback

Guidelines shall be provided for moni-
toring and feedback

Organization and regula-
tion AR adoption prob-
lem

Rules and regulations are not updated
based on changes due to AR

Updates shall be provided for rules and
regulations based on AR changes

Organizational industrial
strategy problem

There is problem in industrial strategy
defined by organization

Evaluation of organizational industrial
strategy shall be provided based on best
practices

Organizational financial-
ized strategy problem

There is problem in financialized strat-
egy defined by organization

Evaluation of organizational financial-
ized strategy shall be provided based on
best practices

Condition problem

There is problem in condition

Conditional evaluation shall be pro-
vided

Equipment problem

There is problem in equipment required
for performing the task

Equipment evaluation shall be provided

Self-regulated environ-
ment problem

There is problem in self-regulated envi-
ronment of the organization

Evaluation of self-regulated environ-
ment of the organization shall be pro-
vided based on best practices

Augmented environment
problem

There is problem in the integration of
AR and the environment

The environment shall conform to the
requirements for AR integration

Time pressure problem

Time pressure is imposed by organiza-
tion

Evaluation for time adequacy shall be
provided

Task objectives problem

Task objectives are not (properly) de-
fined

Guidelines shall be provided for defin-
ing task objectives

Task complexity prob-
lem

The task is too complex

Defined tasks shall be evaluated in
terms of complexity

Digitalized task problem

There is a problem due to the digital-
ization of the task

Evaluation of digitalization shall be
provided

AR guided task problem

There is a problem in the definition of
the task which is guided by AR

Evaluation of definition of AR guided
task shall be provided

Standardized task prob-
lem

There is a problem due to the standard-
ization

Evaluation of standardization shall be
provided
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Results for the First Research Question In Subsection 4.5.3, we illustrated
how the framework can be applied in robotic domain and how the standards
can be used for evaluating the risk. In order to calculate the percentage of
supported risk assessment steps provided by related safety standards (first met-
ric), we show the risk assessment steps based on robotic standards explained in
Subsection 2.4.2 and we show different activities of FRAAR framework which

support them in Table 4.5.

Table 4.5: Supported risk assessment steps based on robotic standards by

FRAAR risk assessment activities

Risk assessment step based on standard

FRAAR risk assessment activity

1. Risk analysis

Defining the involved entities and their important
aspects, modeling their behavior and analyzing sys-
tem behavior (step 1, 2, 3 and 4)

1.1. Determining the limits of the robot
system

Defining the involved entities, their important as-
pects and their behavior (step 1, 2 and 3)

1.1.1. Defining intended use

Defining the involved entities, their important as-
pects and their behavior (step 1, 2 and 3)

1.1.1. Defining foreseeable misuse

Defining the involved entities, their important as-
pects and their behavior (step 1, 2 and 3)

1.2. Identifying the hazards and associated
hazardous situations

Analyzing system behavior (step 4)

1.2.1. Considering robot related hazards

Analyzing system behavior (step 4) by considering
technical hazards

1.2.2. Considering hazard related to robot
system

Analyzing system behavior (step 4) by considering
technical and socio hazards

1.2.3. Considering application related haz-
ards

Analyzing system behavior (step 4) by considering
technical and socio hazards

1.2.4. Identifying tasks

Defining the involved entities and their important
aspects (step 1 and 2)

1.3. Estimating the risk of each hazard and
hazardous situation

Analysis results from step 4

2. Risk evaluation

Analysis results from step 4

2.1. Evaluating the risk and taking decision
about necessity of reducing the risk based
on risk analysis results

Analysis results from step 4

As it is explained in Subsection 2.4.2, based on extended risk assessment
definition provided in ISO/TS 15066:2016 [56], risk assessment contains two
main activities: risk analysis and risk evaluation. The first step in risk analysis
is determining the limits of the robot system (intended use and foreseeable mis-
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use). In step 1 of the FRAAR framework shown in Figure 4.8, involved entities
should be defined. Then, in step 2, important aspects of each entity should be
modeled and in step 3, the behavior of each aspect is analyzed. Defining the
entities, modeling their important aspects and their behavior as we illustrated
in Subsection 4.5.3 can be helpful for determining the limits containing the in-
tended use and foreseeable misuse. Thus, we can conclude that these activities
required for risk assessment are supported by the first three steps of the FRAAR
framework. The second step of risk analysis is identifying the hazards and as-
sociated hazardous situations (considering hazards related to robot, robot sys-
tem and application and identifying tasks). This step is also supported by the
analysis results from step 4 of the FRAAR framework. Furthermore, estimat-
ing the risk of each hazard and hazardous situation is supported by the analysis
results from step 4. In addition, as we explained in the three example scenar-
ios in Subsection 4.5.3, we can estimate the risk of each hazard and hazardous
situation. Finally, risk evaluation and deciding about necessity of reducing the
risk is also supported by analysis results from step 4 of the FRAAR framework
as it was explained for three example scenarios in Subsection 4.5.3.

As it is shown in Table 4.5, all tasks/sub-tasks defined based on standards
in robotic domain are supported by FRAAR framework and it shows that 100
percent of risk assessment steps of robotic safety standards are supported using
the FRAAR framework.

Results for the Second Research Question For this research question we
calculate the second metric (percentage of covered typical human robot inter-
action failures). However, first and third metric are also in alignment with
demonstrating the effectiveness of the framework in socio-technical robotic
manufacturing with respect to considering effects of AR and organizational
changes and support for related safety standards. In order to calculate the per-
centage of covered typical human robot interaction failures, we use the taxon-
omy proposed in [101], explained in Subsection 4.5.2. In Table 4.6, it is shown
how failures are covered by the available modeling elements/failure modes/-
failure behaviors in FRAAR risk assessment framework.

As it is shown in this table, 28 failures of the total 29 failures are covered
by the available modeling elements, failure modes and failure behaviors in
the FRAAR framework. Based on these results about 96 percent of the typical
human robot interaction failures are supported by FRAAR framework, which is
a generic risk assessment framework. In the following paragraphs, we explain
more about details of the assignments shown in the table.

As we explained in Section 2.5, technical failures can be modeled using
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Table 4.6: Covered typical human robot interaction failures

Typical human robot interaction failure

Available modeling element/failure mode/-
failure behaviors in FRAAR for modeling
the failure

1. Technical failures

Technical components

1.1. Software failures

Software component

1.1.1. Design failures

Equipment component

1.1.2. Communication failures

Connector

1.1.2.1. Incorrect data

Value failure mode

1.1.2.2. Bad timing

Early or late failure mode

1.1.2.3. Extra data

Commission failure mode

1.1.2.4. Missing data

Omission failure mode

1.1.3. Processing failures

Source failure behavior

1.1.3.1. Missing events

Omission failure mode

1.1.3.2. Timing and ordering

Early or late failure mode

1.1.3.3. Abnormal terminations

Commission failure mode

1.1.3.4. Incorrect logic

Value failure mode

1.2. Hardware failures

Hardware component

1.2.1. Effectors failures

Hardware component

1.2.2. Power failures

Hardware component

1.2.3. Control failures

Hardware component

1.2.4. Sensors failures

Hardware component

2. Interaction failures

Socio components

2.1. Human errors

Human components

2.1.1. Mistakes

Selecting goal component

2.1.2. Slips

Acting component

2.1.3. Lapses

Information processing component

2.1.4. Deliberate violations

Conforming to rules component

2.2. Environmental and other agents failures

Environment unit component

2.2.1. Group-level judgment

Organizational climate component

2.2.2. Working environment

Environment unit component

2.2.3. Organizational flaws

Organization and regulation unit component

2.3. Social norm violations
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technical components and then failure behavior can be modeled by defining
possible failure modes in the inputs and by defining FPTC rules for each com-
ponent. Similarly, software and hardware failures can be modeled using soft-
ware and hardware components and communication failures can be modeled
using connectors. For example, in modeling and analysis of our selected case
in Subsection 4.5.3, we show how the software and hardware components are
used for modeling technical failures. Equipment component can be used for
modeling design failures. More details about equipment component are in [38],
where we have previously proposed the extensions in relation to organizational
factors. We also illustrated how we can use this component in Section 4.5.3.
Incorrect data, bad timing, extra data and missing data can be modeled by us-
ing value failure mode, early/late, commission and omission failure modes as
explained in Section 2.1.

Processing failures can be modeled by modeling a component failure be-
havior as source as explained in Subsection 2.5.2. It shows that a technical
component is producing failure and there is problem in the processing. Miss-
ing events, timing and ordering, abnormal terminations and incorrect logic can
be modeled by using different failure modes in the source behavior.

Effectors failures, power failures, control failures and sensor failures can
be modeled using hardware component and defining their behavior and possi-
ble failure modes.

Based on the definition provided in [101], interaction failures are fail-
ures due to uncertainties in interaction between human, environment and other
agents. These failures can be modeled by socio components and human errors
can be modeled by using human components.

For mistakes, slips, lapses and deliberate violations there are specific com-
ponents named selecting goal, acting, information processing and conforming
to rules components, respectively. These components can be used for modeling
the assigned failures as it is completely explained in [71].

Finally, environment and other agents failures and working environment
failures can be modeled using environment unit component, organizational
flaws can be modeled using organization and regulation unit component and
group-level judgement (for example failure due to effects of group-level judge-
ments on human actions) can be modeled using organization climate compo-
nent. There are no associated modeling element for modeling social norm vi-
olations (for example failure in robot behavior due to not being in compliance
with social norm).

Most of the failures in the considered taxonomy are technical failures and
failures related to socio aspects are not intensely investigated, while these socio
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failures, in addition to effects of AR and organizational changes are considered
in our extensions to a great extent.

Results for the Third Research Question In order to calculate the percent-
age of extension in risk assessment with respect to effects of AR and organi-
zational changes (third metric), we use the number of identified risk sources
which are in connection with AR and organization changes divided by the total
number of identified possible risk sources discussed in subsection 4.5.3, Ta-
ble 4.3 and 4.4. There are 16 identified risk sources in connection with AR and
organizational changes in total of 41 identified possible risk sources, which
shows 39 percent extension in the risk assessment with respect of effects of
AR and organizational changes. From the 16 identified risk sources in con-
nection with AR and organizational changes, 7 of them are in connection with
organizational changes with the potential to result in post normal accidents.
Therefore, 17 percent extension in risk assessment is provided in order to pre-
vent post-normal accidents.

Discussion on the validity

As it is described in [97], validity of a study discusses the trustworthiness of
the results and to what extent the results may be biased by subjective viewpoint
of the researcher. We use three aspects of validity, which are introduced in the
study containing construct validity, internal and external validity.

Construct validity This aspect refers to the extent of representation of opera-
tional measures based on research questions. We defined operational measures
based on the research questions using GQM method. We considered defining
operational measures in a way to be able to use data which is possible for us
to collect and use it to answer the research questions. For example, we de-
fined typical human robot interaction failure coverage as operational measure
in order to measure effectiveness of capturing the essential information for as-
sessing risk in socio-technical robotic factory. This selection was affected by
considering that it was possible for us to measure coverage using a typical
failure taxonomy in human robot collaboration domain. Thus, some extent of
subjectivity is not avoidable, meanwhile we tried to perform it with subjectivity
as low as possible.

Internal validity This aspect refers to considering different causal relations
affecting an investigated factor and not missing some of them. In our case,
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we considered percentage of supported risk assessment steps based on stan-
dards, percentage of human robot interaction failure coverage and percentage
of extensions with respect to effects of AR and organizational changes as three
distinct metrics for measuring support for standards, the extent of effectiveness
of the framework and development of risk assessment with respect to effects
of AR and organizational changes, respectively. We defined our goal, research
questions and metrics based on GQM method in order to consider causal re-
lations affecting our goal, which can be helpful to increase internal validity.
However, we are aware of some limitations in relation to internal validity. For
example, in the system modeling and designing various scenarios, we consid-
ered different assumptions, which can lead to missing some causal relations
affecting on system behavior. In modeling and analyzing system behavior, we
have considered simplifications and in reality, much more effort is required to
investigate various causal relations and to investigate fulfillment of the assump-
tions.

External validity This aspect refers to possibility of generalization of the
findings. We have discussed about generalization of the FRAAR risk assess-
ment in [54] and one of the main purposes of this study is demonstrating the
applicability of the framework in a new domain, which is in line with demon-
strating that the framework can be used as a general framework in different
domains for risk assessment of AR-equipped socio-technical systems with re-
spect to effects of AR and organizational changes.
This contribution is presented in Paper E (see Chapter 11).

4.6 Systematic Literature Review

In order to be able to position our work, we provide a Systematic Literature Re-
view (SLR) based on the evolution of the conceptualization of socio-technical
systems which may include technological changes such as AR, organizational
changes such as digitalization/globalization and by considering evolution of
safety standards and safety perspectives. It is crucial to investigate the devel-
opment of interpretation of risk assessment and socio-technical systems over
time for characterizing technical, human and organizational aspects and effects
of new technological and organizational changes.

In this section, we report the results of our SLR based on development
of current techniques for risk assessment of safety-critical socio-technical sys-
tems. We undertake the SLR based on the guidelines proposed by Kitchenham
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and Charters [106] and we aim at identifying primary studies on risk assess-
ment of safety-critical socio-technical systems, analyzing them and providing
our interpretation on evolution of socio-technical systems’ conceptualization.
Then, the results are used for positioning and comparing our work.

Research Questions: By considering the goal of the SLR we formulate
the research questions as follows:

* RQ1: How interpretation/conceptualization of risk assessment and socio-
technical systems evolved over time? (Are there structured conceptualization
(there are concepts and well-formedness rules to relate concepts used for
characterization), potential for capturing (there are concepts which provides
the potential for characterizing) or no characterization (there is no possibility
for characterizing)?)

— 1.1. How human aspects are characterized?

— 1.2. How organizational aspects are characterized?

1.3. How technical aspects are characterized?

— 1.4. How orchestration/concertation of socio and technical aspects is char-
acterized? (How the coordination and interactions between socio and tech-
nical aspects are characterized?)

1.5. How effects of organizational changes are characterized?

1.6. How effects of technological changes are characterized?

1.7. How effects of AR are characterized?

— 1.8. How risks and dependability threats are characterized?

1.9. Which steps of the risk assessment process are provided/developed?
(risk identification, risk analysis, risk evaluation (based on provided ex-
planation in Subsection 2.1))

— 1.10. Which safety perspective is supported? (safety I, safety II, safety III
or safety engineering today explained in Subsection 2.1)

¢ RQ2: What are the characteristics of the methods described in the primary
studies?

— 2.1. Which is the level of formality of the modeling used to model system
entities and their relationships? (Are there semi-formal (defined concepts,
formal syntax, but informal semantics), formal (well defined concepts,
formal syntax and formal semantics) or informal languages/notations (de-
fined concepts, but informal syntax and informal semantics)?)
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— 2.2. Is the contribution related to extending concepts, syntax or semantics
of modeling languages or none of them?

— 2.3. Which are the techniques for analyzing system behavior? (Are they
qualitative/quantitative/both, linear/non-linear, forward looking (predic-
tive)/backward looking (investigative)?)

— 2.4. Which is the level of automation? (Is it tool-supported?)
* RQ3: What is the potential impact/applicability of the proposed methods?

— 3.1. What are the application domains? (Is it for specific domain or gen-
eral application?)

— 3.2. What are the supported standards, if any? (Is there discussion about
any support for standards?)

— 3.3. What are the types of illustrative scenarios presented? (Are there
scenarios presented?)

* RQ4: What challenges are identified in the primary studies?

We define abbreviations for different possible options in relation to research
questions to be used for summarizing the extracted information from primary
studies, shown in Figure 4.28.

After a thoughtful evaluation from a list of 1752 papers found in recog-
nized online libraries, 19 primary studies are selected. The study overview of
the identified 19 primary studies are presented in Table 4.7. Our framework
proposed in [54] is also identified as a primary study.

After analyzing the primary studies and extracting the findings related to
the research questions, we provide tables summarizing the findings related to
research questions shown in Tables 4.8 - 4.12.

As itis shown in Table 4.8, there are few methods/techniques/models/frame-
works providing structured conceptualization for socio-technical systems and
risk assessment and in most cases there are potential for capturing which is
provided through conceptual modeling. Based on these results there is a need
for more work on providing structured conceptualization to be used for char-
acterizing different aspects of a socio-technical system and risk assessment. In
addition, it is noticeable that few papers provide the potential for capturing ef-
fects of organizational changes, technological changes and augmented reality,
which are extensively tackled in our work. It is not surprising since these or-
ganizational and technological changes are recent and augmented reality is a
rather novel technology. However, because of the extensive applications of AR
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of risk

I RQ1: C

and socio-technical systems

[7] NC (No Characterization):

SC (structured conceptualization):

If there are concepts and well-
formedness rules to relate concepts
used for characterization.

PfC (Potential for Capturing):
If there are concepts which provides
the potential for characterizing.

If there is no possibility for
Characterizing.

Based on provided explanation for
each step (Risk Identification, Risk
Analysis, Risk Evaluation) in Section
21l

‘
| RQ1.1: Human characterization ‘ SC/PfC/NC ‘
| RQ1.2: Organization characterization ‘ SC/PfC/NC ‘
| RQ1.3: Technical aspects characterization ‘ SC/PfC/NC ‘
I RQ1.4: Socio-technical orchestration characterization ‘ SC/PfC/NC ‘
| RQ1.5: Organizational changes effects characterization ‘ SC/PfC/NC ‘
| RQ1.6: Technological changes effects characterization ‘ SC/PfC/NC ‘
| RQ1.7: AR effects characterization ‘ SC/PfC/NC ‘
| RQ1.8: Risk/dependability characterization ‘ SC/PfC/NC ‘
| RQ1.9: Provided steps of risk assessment process ‘ RI/RA/RE ‘

| |

| RQ1.10: Safety perspective

Safety I/Safety 11/
Safety IIl/Set

Based on Table 2.1 (focus of each
perspective)

| RQ2: Characteristics of the methods

| RQ2.1: Modeling formality

‘ FM/SFM/IN

}
}
)

| H

| RQ2.2: Contribution context

Concepts/Syntax/
Semantics/None

‘ RQ2.3: Type of analysis

Ql(Qualitative)/
Qn(Quantitaive)

FM (Formal Modeling):
Well defined concepts, syntax and
semantics.

SFM (Semi-Formal Modeling):
Defined concepts and syntax,
but lack of complete semantic.

IN (Informal Notations):
Defined concepts, but lack of
complete syntax and semantic.

’ RQ2.4: Type of analysis ‘ FL/BL ‘ } FL (Forward Looking):
Provides predictions and focuses on
| RQ2.5: Structured analysis process ‘ Yes/No ‘ future possible accidents.
BL (Backward Looking):
| RQ2.6: Tool support ‘ Yes/No ‘ Focuses and investigates previous
accidents/experiences.
I RQ3: Potential impact/applicability of the methods ‘
. N NM (Not Mentioned): It is not
I RQ3.1: Application ’ General/Specific ‘ mentioned in the paper, if there is any
support for standards or not.
I RQ3.2: Potential for other applications ’ Yes/No ‘
M (Mentioned): It is mentioned in the
) NM/M(standard paper which standards would be
I RQ3.3: Support for standards ’ name) ‘ } supported.
I RQ3.4: Presence of scenarios ’ Yes/No ‘

Chall of the study which are

| RQ4: Stated challenges

| H

stated in the paper.

Figure 4.28: Defined abbreviations for possible options of extracted informa-
tion in relation to each research question
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Table 4.7: Selected primary studies

ID Title Year | Type
Human error risk management for engineering systems: a

[107]| methodology for design, safety assessment, accident investiga- | 2004 | Journal
tion and training

[108] Humar.l and organisational factors in the operational phase of 2010 | Journal
safety instrumented systems: A new approach

[109]| Modelling and analysis of socio-technical system of systems 2010 | Conference

[110] MMOSAfa new approach of the human and organizational fac- 2014 | Journal
tor analysis in PSA
Modeling a global software development project as a complex

[111]] socio-technical system to facilitate risk management and im- | 2015 | Conference
prove the project structure

[112] Usabll}ty of accident and 1n01d.ent report.s for evidence-based risk 2015 | Journal
modeling—A case study on ship grounding report
Accident modelling of railway safety occurrences: the safety and

(113] failure event network (SAFE-Net) method 2015 | Journal

[114] A new framework to model and analyze organizational aspect of 2017 | Journal
safety control structure

[115] IIIC.OI‘pOI'atII.lg epistemic uncertainty into the safety assurance of 2017 | Journal
socio-technical systems
An Accident Causation Analysis and Taxonomy (ACAT) model

[116]| of complex industrial system from both system safety and con- | 2017 | Journal
trol theory perspectives
A new organization-oriented technique of human error analysis

(7 in digital NPPs: Model and classification framework 2018 | Journal
A hybrid model for human factor analysis in process accidents:

[118] FBN-HEACS 2019 | Journal

[119] F}lnctlonal modeling in safety by means of foundational ontolo- 2019 | Journal
gies
Developing a method to improve safety management systems

[120] based on accident investigations: The SAfety FRactal ANalysis 2019 | Journal
The development history of accident causation models in the

[121]| past 100 years: 24Model, a more modern accident causation | 2020 | Journal
model

[122] Ont(.)logy—based computer aid for the automation of HAZOP 2020 | Journal
studies
Human functions in safety-developing a framework of goals, hu-

[123]| man functions and safety relevant activities for railway socio- | 2021 | Journal
technical systems

(54] A case study for risk assessment in AR-equipped socio-technical 2021 | Journal
systems

[124]| Model-based safety engineering for autonomous train map 2022 | Journal
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Table 4.8: Summary of the reviewed primary studies in relation to the first
research question

Socio entities | Technical Socio-techflical Organizational Technological AR effects
ID characteriza- | aspects charac- orchestra%wn changes ef- | changes ef- characteri-
tion terization c'haracterlza- fec?s c'harac- fec?s c'harac- zation
tion terization terization
[107] | PfC PfC PfC NC NC NC
[108] | PfC PfC PfC NC NC NC
[109] | PfC PfC PfC NC NC NC
[110] | PfC PfC PfC NC NC NC
[111]] SC SC SC PfC NC NC
[112] | PfC PfC PfC NC NC NC
[113] | PfC PfC PfC NC NC NC
[114] | PfC PfC PfC NC NC NC
[115] | PfC PfC PfC NC NC NC
[116] | PfC PfC PfC NC NC NC
[117] | PfC PfC PfC PfC PfC NC
[118] | PfC NC NC NC NC NC
[119]| SC SC PfC NC NC NC
[120] | PfC PfC PfC NC NC NC
[121] | PfC NC NC NC NC NC
[122] | NC SC NC NC NC NC
[123] | SC NC NC NC NC NC
[54] | SC SC SC SC SC SC
[124] | SC SC SC NC NC NC

PfC: Potential for Capturing. SC: Structured Conceptualization. NC: No Characterization.

technology and because of the broad effects of organizational and technolog-
ical changes, it is essential to consider conceptualizing the related aspects to
enable capturing their effects on system safety and risk assessment.

As it is shown in Table 4.9, in spite of providing risk identification, analy-
sis and evaluation in all papers, the risk and dependability characterization is
not provided in a structured manner and instead there is potential for captur-
ing. Thus, more research is required on providing structured conceptualization
for characterizing risk and dependability. It is also observable that Safety II
and Safety III perspectives are used in some of the methods/techniques/model-
s/frameworks and this means that considering interactions between socio and
technical aspects in addition to human error studies are receiving more atten-
tion which shows the progress in this context. However, it is important to use
these different perspectives as complementary aspects for improving and de-
veloping the conceptualization of risk assessment for socio-technical systems.

As it is shown in Table 4.10, in most papers the modeling formality is in
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Table 4.9: Summary of the reviewed primary studies in relation to the first
research question (Con.)

ID gi;iiig:;gzl;ﬁlty Provided steps of risk assessment process | Safety perspective
[107] | PfC RL RA,RE Set

[108] | SC RL RA, RE Set

[109] | PfC RL RA,RE Set

[110] | PfC RL RA,RE Set

[111] | PfC RL RA,RE Safety III
[112] | PfC RL RA,RE Set

[113] | PfC RL RA, RE Safety II
[114] | PfC RL RA,RE Safety IIT
[115] | PfC RL RA,RE Safety IIT
[116] | PfC RL RA,RE Set

[117] | PfC RL RA,RE Set

[118] | PfC RI RA, RE Set

[119] | PfC RL RA,RE Safety II
[120] | PfC RL RA,RE Safety IIT
[121] | PfC RL RA,RE Set

[122] | SC RL RA,RE Set

[123] | PfC RI, RA, RE Safety II
[54] | SC RL RA,RE Set

[124] | SC RL RA,RE Set

PfC: Potential for Capturing. SC: Structured Conceptualization. NC: No Characterization.
RI: Risk Identification. RA: Risk Analysis. RE: Risk Evaluation.
Set: Safety engineering today.

the level of informal notation and we can conclude that more research is re-
quired in the context of proposing syntax and semantics and providing/using
semi-formal and formal modeling languages. It also influences on tool sup-
port which is not provided in most of the papers. Improving formality leads
to improving the possibility for providing tool support and providing increased
automation. In addition, based on the results shown on the table we identify
that most of the works provide qualitative and linear analysis. It is not surpris-
ing since the incorporation of socio aspects in the analysis requires to provide
qualitative analysis or a mixture of qualitative and quantitative results. How-
ever, it is substantial to consider non-linear interactions and more research is
required for improving the analysis by incorporating the non-linear interac-
tions and overcoming the complexities due to the non-linearity. Forward and
backward looking are both considered in different works and it is important to
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Table 4.10: Summary of the reviewed primary studies in relation to the second
research question

1o | ot | Convibon| % o0 oo o St g
formality | context (QUQn) (LwNL) (FL/BL) | process support
[107] | IN NEFC Ql +Qn Ln BL+FL No No
[108] | IN Concepts Ql+Qn | Ln BL+FL Yes No
[109] | IN Concepts Ql Ln FL No No
[110] | IN NEFC Ql+Qn | Ln FL Yes Yes
[111] | IN Concepts Ql NL FL No No
[112] | IN Concepts Ql+Qn | Ln BL No No
[113] | IN Concepts Ql+Qn | NL BL No Yes
[114] | IN Concepts Ql NL FL No No
[115] | IN Concepts Ql NL FL No No
[116] | IN Concepts Ql+Qn | Ln BL No No
[117] | IN Concepts Ql Ln FL No No
[118] | IN NEFC Ql +Qn Ln BL+FL Yes No
[119] | FM g:r‘:lz;‘:fzs la Ln FL No No
[120] | IN Concepts Ql NL BL+FL No No
[121] | IN Concepts Ql Ln BL No No
[22] | P g;’;zz‘t’ltzs T Ln FL Yes Yes
[123] | IN Concepts Ql Ln FL No No
[54] | FM Concepts Ql Ln FL Yes No
[124] | FM Concepts Ql Ln FL Yes Yes

IN: Informal Notation. FM: Formal Modeling. QI: Qualitative. Qn: Quantitative.
NEFC: No Extending Formality Contribution.
Ln: Linear. NL: Non-linear. FL: Forward Looking. BL: Backward Looking

consider both of them since we learn from the past to prevent the accidents in
the future. It is also identified from the table that there are few works providing
structured analysis process and there is a need for more improvements in this
context.

As it is shown in Table 4.11, there are methods/techniques/models/frame-
works for both specific and general applications. However, almost all of them
have the potential to be used for other applications. Thus, it is important to
consider different domains since it is possible to use methods/techniques/mod-
els/frameworks from other domains with tiny changes. Based on the table,
there are few papers providing discussions on how they support safety stan-
dards. However, they may have the potential to support different safety stan-
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Table 4.11: Summary of the reviewed primary studies in relation to the third
research question

ID Application POteflﬁa.l for other Support for standards Presen‘c e of
applications scenarios
[107] | General Yes NM Yes
[108] | Specific Yes Ig/{s({];:)C 61508 and TEC Yes
[109] | General Yes NM Yes
[110] | General Yes NM Yes
[111] | Specific Yes NM Yes
[112] | Specific No NM Yes
[113] | Specific Yes NM Yes
[114] | General Yes NM Yes
[115] | General Yes M (SAE ARP-4761) Yes
[116] | General Yes NM Yes
[117] | Specific Yes NM No
[118] | General Yes NM Yes
[119] | General Yes NM Yes
[120] | General Yes NM Yes
[121] | General Yes NM Yes
[122] | Specific Yes NM Yes
[123] | Specific Yes NM Yes
[54] | General Yes gIA(SISZ(I) 424682_2%)%2)180/_ Yes
[124] | Specific Yes M (IEC 61508, etc.) Yes

NM: Not Mentioned. M: Mentioned

dards. Thus, it is important to explain how they can support the standards to
ease their selection when practitioners need to choose a method/techniques/-
models/frameworks for complying with standards. It is also shown that there
are scenarios presented in almost all papers which shows a positive feature of
the works since it is really important to show the capabilities of the contribu-
tions on specific scenarios.

As it is shown in Table 4.12, there are different challenges provided by dif-
ferent studies. Some of the most important challenges are lack of input data to
be used in different phases of the studies, lack of defined criteria for validating
and measuring significance of the contributions in different levels, lack of char-
acterization means for specific characteristics of systems such as non-linearity,
dynamic behavior, existence of delays and feedback mechanisms, lack of for-
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Table 4.12: Summary of the reviewed primary studies in relation to the fourth
research question

ID

Stated challenges

[107]

1) Lack of readily available data to be used by human factor approaches that can be used
in the framework

[108]

1) Determining rates in a way to allow certain influence of a factor, 2) difficulty in deter-
mining proportion of design SIL and weights of the factors, 3) requiring further research
for providing validation, 4) providing some more applications, 5) ensuring consistency over
time in the ratings, 6) including effects of system modifications and aging of equipment, 7)
incorporating other safety influencing factors

[109]

1) Requiring tools for evaluating quantitative analysis, 2) requiring exploration to mesh
with existing safety/dependability assurance processes

[110]

1) Requiring further research for understanding the influence of human and organizational
factors on safety operation

[111]

1) Lack of measures to mitigate the risks, 2) not using information from reality such as
interviews or analysis of information flows in the development of the methodology

[112]

1) Use of limited reports from specific databases, 2) subjectivity in the reports

[113]

1) No criteria for assessment of the significance of introducing this approach

[114]

1) Lack of quantitative analysis, 2) limited scope of case study, 3) lack of assessment of
practicality and validity of the framework in macro level, 4) lack of comparison with other
widespread methods (other than STPA which is done)

[115]

1) Requiring further study for applicability in larger systems, 2) requiring further study for
automating the process, 3) no criteria for assessment of the significance of introducing this
approach to existing hazard analysis

[116]

1) Requiring further research for providing details of the proposed broad concepts

[117]

1) Lack of application, 2) lack of analysis procedure

[118]

1) Requiring further testing, 2) requiring detailed validation

[119]

1) Lack of quantitative analysis, 2) lack of tool support

[120]

Not mentioned

[121]

1) Lack of quantitative analysis, 2) lack of identification of the dynamic characteristics of
systems, 3) lack of non-linear relationships characterization

[122]

1) Requiring further research for providing more applications, 2) providing automatic risk
assessment, and 3) providing safeguard interpretation

[123]

1) Complexity in terms of the number of functions, 2) requiring availability of data sources
for using in other domains, 3) requiring further study for quantitative analysis, 4) lack of
identification of the dynamic characteristics of systems, 5) lack of feedback mechanisms
characterization, 6) lack of delays characterization and 7) lack of non-linear relationships
characterization

[54]

1) Requiring further research for providing more applications, 2) providing automatic risk
assessment by implementing the extensions, and 3) providing scenarios from other domains

[124]

1) Lack of formal verification for checking safety rules consistency and the safety justifi-
cation
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mality and tool-support, lack of sufficient applications, lack of various scenar-
ios from different domains, lack of comparisons with other known methods,
existence of subjectivity, complexity and inconsistency over time. Although
these challenges are not specific for AR-equipped socio-technical systems and
they are general challenges in the context of safety and risk analysis, still they
provide the possible directions for future work and for extending the current
works to have improved risk assessment for socio-technical systems. In addi-
tion, it is essential to consider effects of new technological and organizational
changes on system behavior.
This contribution is presented in Paper D (see Chapter 10).






Chapter 5

Related Work

In this section, related work is discussed. In Section 5.1, works that address
modeling of socio-technical systems are presented. In Section 5.2, works that
address risk analysis in socio-technical systems are presented. In Section 5.3,
works that address literature reviews on risk and safety analysis are presented.
Finally, in Section 5.4, works that address case studies in safety and risk anal-
ysis are presented.

5.1 Modeling Socio-technical Systems

In this section, we discuss about works with contributions mainly in socio-
technical system modeling. However, there may be other proposed contribu-
tions as well.

In [111], the authors propose a technique for modeling global software de-
velopment project as a complex socio-technical system. In this method, func-
tional components are identified and links between the components are defined.
Feedback controller is used between two components to control if there is any
deviation between the interpretation of the component providing the output and
the component receiving the output as its input. Feedback controller implemen-
tation can not be done through mechanical device and informal communication
is required. The provided modeling technique is specific for software develop-
ment as a socio-technical system and can not be used for other domains. In
comparison, the proposed modeling constructs in our work can be used for
socio-technical systems including hardware, software and socio entities used
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in various domains.

In [108], the authors propose an approach for addressing human and or-
ganizational factors in the operational phase of safety instrumented systems.
A list of eight safety influencing factors are considered based on the literature
with slight reformulation. These influencing factors are: maintenance man-
agement, procedures, error-enforcing conditions, housekeeping, goal compati-
bility, communication, organization and training. The proposed approach con-
tains five main steps. The first step is estimation of proportion of design safety
integrity level (SIL) using the system design and based on expert judgment
or previous experiences. The second step is determining the weights of influ-
encing factors and calculating the normalized weight factors. The third step
is rating the influencing factors. The fourth step is calculating the operational
SIL. If the operational SIL is not acceptable, then a fifth step is also consid-
ered for taking preventive or corrective actions to improve safety. This work
is provided specifically for operational phase of a safety instrumented system
with a focus on SIL prediction, while our work is a general framework that can
be used in various domains. In addition, we also consider effects of AR and
organizational changes on modeling system behavior.

In [109], authors propose an approach for modeling socio-technical system
of systems to help end users identify and analyze the hazards and associated
risks. This approach provides notations for representing a system with focus
on the defined concepts: capabilities, dependencies and vulnerability in the
context of risk management. Then hazards are identified and discussed. In
comparison to our work, this approach provides limited concepts and effects of
AR and organizational changes are not integrated in the modeling process.

In [123], authors describe a framework with the name Human Functions in
Safety (HFiS) to express the role of human in railway safety. The framework
contains concepts (for expressing functions, activities and contextual factors)
and the relationship between these concepts and potential impact on safety. The
proposed concepts of this framework are system purpose/goal, human function
goal, human functions, personal and organizational goals, generic context,
safety relevant activities, potential error/ recovery/ consequence/ mitigation.
Each of the concepts includes detailed descriptive content containing subcat-
egories and examples. 66 human functions performed by frontline staff and
associated activities to railways are identified in this framework and their rela-
tion with 8 human function goals are determined. This framework is developed
for railway context, but there are guidance for generic application of HFiS. In
comparison to our work, in this paper there is no consideration on effects of
new technologies such as augmented reality and organizational changes on hu-
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man functions and organizational factors.

In [113], authors propose a model called Safety and Failure Event Network
(SAFE-Net) to model the contributing factors of railway safety occurrences.
This paper uses Contributing Factors Framework (CFF) for collecting data on
contributing factors to railway safety occurrences by using reports submitted
to rail safety regular in Queensland for five years (2006-2010). The contribut-
ing factors in this framework are categorized to three main groups: individu-
al/team factors, technical failures and local conditions/organizational factors.
429 safety occurrences are analyzed and contributing factors in each of them
are identified. SAFE-Net model is used to model the connections between dif-
ferent contributing factors. In this model all factors that have been attending
the same safety occurrence before, are identified and the relations between the
factors are listed. Then this information can be entered to a developed human
factor tool named SNA (Social Network Analysis) program to calculate cen-
trality (showing factors’ importance) measures for each factor and to show the
models. The models are networks containing contributing factors as nodes and
their relations as links between the nodes. Centrality is also shown by a circle
around each factor and the size of the circle shows the extent of the centrality.
This framework is proposed for railway domain and has a backward looking
due to focus on safety occurrence modeling, while our work is a general for-
ward looking framework which can be used in various domains.

5.2 Risk Analysis in Socio-technical Systems

In this section, we discuss about works with contributions mainly in risk anal-
ysis of socio-technical systems. However, there may be other proposed con-
tributions as well and other terms such as hazard analysis and safety analysis
may be used.

Modeling can be considered as part of risk analysis and we model systems
to empower analysis techniques to do risk analysis in the systems. In risk anal-
ysis techniques for socio-technical systems, failures emanated from human and
organizational factors are also considered in addition to technical failures. Hu-
man failure taxonomies provide the possible human failures while working in
a socio-technical system. There are also taxonomies on organizational factors
that provide the factors influencing human performance.

In some of the works risk analysis is done based on questionnaires and
ratings provided by people using the system. For example, in [125], risk analy-
sis for context-adaptive augmented reality aerodrome control towers assistance
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system is done through ratings provided by aerodrome controllers using the
system in a simulation environment. Criteria used for risk analysis are trans-
parency, complexity, interference, disruptiveness, distraction potential, failure
modes and trust/complacency. The results of the analysis show that this sys-
tem is supportive for air traffic controllers and provides safety benefits. This
study would be useful for demonstrating the effectiveness of using augmented
reality in aerodrome control towers assistance systems. Instead, our approach
includes modeling of the AR-equipped socio-technical systems to analyze sys-
tem behavior and to find the possible risk sources and eliminating possible
failures during the system development process.

A risk analysis technique for systems containing augmented reality, named
Safe-AR, is proposed in [126]. Safe-AR integrates failures of AR/user inter-
face at three levels: perception, comprehension and decision-making. Likely
risks and their severity are based on reports available in literature. The pro-
posed technique is shown on an AR left-turn assist app, which is an example
from automotive domain. Human functions and failure modes in this study are
limited to the provided example and a generalization is required to be used for
other domains and more complicated case studies.

In [110], the authors propose a method called MMOSA (Man-Machine-
Organization System Approach) in order to incorporate human and organiza-
tional factors in probabilistic safety assessment (PSA). It uses human reliabil-
ity analysis (HRA) methods such as THERP and SPAR-H and the novelty of
the method is considering machine-organization interfaces in human perfor-
mance evaluation. The method is based on MMOS concepts containing man/-
machine/organization characteristics and their interfaces. For example, con-
cepts of man-organization interfaces are, complexity of the action, work envi-
ronment, procedure, time, communication and training. The proposed method
provides an estimation of human error probabilities using basic human error
probabilities (BHEP) from HUFAD_E (Human Factor Analysis Database_En-
glish) database presented in the paper. In this study, there is no proposed for-
mality extension and MMOS concepts are used along with human reliability
analysis methods. In comparison, we proposed new concepts in order to in-
tegrate effects of AR and organizational changes on socio aspects in the risk
assessment process.

In [124], authors propose a model-based safety framework by considering
railway infrastructure information to be used for autonomous train driving. The
proposed safety framework is composed of three main parts: 1) safety analysis
2) model extension 3) safety management. In order to analyze safety, it uses
concepts and semantics defined by DAO (Dysfunctional Analysis Ontology)
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[127]. The DAO concepts are Failure, Exposure, Defect & fault, Fault emer-
gence failure, Hazard and Safety measure and it contains well-formedness rules
to relate these concepts. The sources for these concepts are safety engineer-
ing standards such as IEC 61508. Based on these concepts, their relation and
specific dangerous events safety model is obtained. Then, safety rules/mea-
sures and safety analysis are provided based on the safety model. An extended
model for the railway infrastructure is proposed based on the safety rules in or-
der to enable automating safety management decisions. Safety management is
provided based on GOSMO concepts containing SafetyMeasure, Task, Stake-
holderRole, Context, Organization, Assignment, Permission. It also contains
well-formedness rules to relate these concepts. This work is provided specifi-
cally for autonomous train driving, while our work is a general framework that
can be used in various domains. In addition, we also consider effects of AR
and organizational changes on modeling system behavior.

5.3 Literature Reviews on Safety/Risk Analysis

In this section, we discuss about works with contributions mainly on reviewing

previous studies in the context of risk/safety analysis. However, there may
be other proposed contributions and different terms may be used such as risk
assessment, hazard analysis.

A review of advances on the foundation of risk assessment and risk man-
agement is performed in [128]. Based on this review risk assessment and risk
management as a scientific field is not more than 30-40 years old, however,
the concept has been available since more than 2400 years. In this study, it is
explained that risk field is divided into two groups. The first group is popu-
lated by studies on using “the risk assessment and risk management to study
and treat the risk of specific activities” and the second group is populated by
studies on “generic risk research and development related to concepts, theo-
ries, frameworks, approaches, principles, methods and models to understand,
assess, characterize, communicate and (in a wide sense) manage/govern risk”.
Based on the review provided in this study, it is required to develop more mod-
eling and analyzing techniques to be used for new types of systems such as
critical infrastructures and complex systems. In addition, this review points
out that risks related to socio aspects are still challenging and need more con-
tributions.

A review of developments of accident investigation methods used for im-
proving hazard identification is provided in [129]. As it is discussed in this
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study, human imagination and inventiveness are essential to incorporate various
possible scenarios in both hazard identification and accident investigation. It is
more straightforward to consider accidents in order to identify hazards, since it
is not possible to have a complete prediction of what potentially can go wrong.
Different accident investigation methods are reviewed and it is discussed that
socio-technical systems approaches consider the whole systems containing so-
cial factors, however the results are still dependent on experience, knowledge
and effort of the analyst.

A review and assessment of safety analysis methods is prepared in [130]
to be used for improving occupational safety in industry 4.0. A total of 47
essential methods in occupational health and safety (OHS) are reviewed and
based on this study, the previous literature are not able to deal with new sys-
tem properties introduced by industry 4.0. This paper presents key features
of Industry 4.0 as “interconnectivity, autonomous systems, automation in joint
human-agent activity and a shift in supervisory control”, which introduce new
challenges in system safety. It discusses that complexity-thinking methods are
beneficial for analysis of new complex systems. However, there is a need for
new methods integrating challenges.

A systematic literature review is provided in [131] on the state of the prac-
tice in validation of model-based safety analysis for socio-technical systems
(using PRISMA protocol). The analysis in this study covers articles published
in period of ten years (2010-2019) in safety science journal. The results reveal
that 63% of the articles which propose a new safety model do not provide val-
idation and there is no increasing or decreasing trend in providing validation
during the years. There is also no correlation between validation and other
investigated variables such as safety concept, model type/approach, stage of
the system lifecycle, country of origin or industrial application domain. In ad-
dition, in the remaining 37% of the articles, a variety of views on validation
is represented. For example, the identified categories are benchmark exercise,
peer review, reality check, quality assurance, validity text, statistical validation
and illustration, while it is discussed in this paper that these are not adequate
for validating a model comprehensively. It also discusses that lack of focus
on validation and using different terminologies referring to validation are com-
mon in various industrial application domains. It is therefore suggested to have
increased attention to the meaning of validation in safety analysis context in ad-
dition to developing a validation framework clarifying validation function(s).

A systematic literature review is provided in [132] on risk factors for human-
robot collaboration from system-wide perspective. It considers papers pub-
lished in the years 2011 — 2021 and 32 papers are analyzed from which 254
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risk factors (RFs) are identified. The RFs are classified to five classes and each
class contains at least two sub-classes. The identified classes are: 1) Human, 2)
Technology, 3) Collaborative workspace, 4) Enterprise, 5) External. It is dis-
cussed in this paper that the identified classes can be used as the fundamental
building blocks of a safety evaluation framework considering socio-technical
thinking.

These works consider various perspectives of risk assessment in socio-
technical systems. However, there is no systematic literature review consid-
ering conceptualization of evolution of socio-technical systems in the risk as-
sessment process. Due to the broad organizational and technological changes
in the recent socio-technical systems, it is essential to consider the evolution
in the modeling and analysis phases of risk assessment process to be able to
prevent new risks caused by these new changes and this is what we tackled in
the systematic literature review prepared in this thesis.

5.4 Case Studies in Safety/Risk Analysis

In this section, we discuss about works with contributions mainly as case study
in the context of safety/risk analysis in socio-technical systems. However, there
may be other proposed contributions as well and various terms may be used
instead of safety/risk analysis, such as risk assessment, hazard analysis.

In [133], the authors provide a case study for safety analysis in aircraft
ground handling services using STAMP (Systems Theoretic Accident Model
and Process) causation model [134]. Based on the case study, the limitations
of using this model as an organizational management theory are discussed.
For example, it is discussed that behavior of people is not represented and by
placing a control on behavior without knowing its driving forces, the possible
contribution of workers to safety and the complexities that they face are ne-
glected. In addition, it is recommended in this study to use complementary
approaches to STAMP in order to consider social dynamics and understanding
emergent behavior of systems before introducing control.

In [135], the authors provide a case study for modeling and situational
awareness analysis of human-computer interaction in the aircraft cockpit. It
considers the model with three modules: pilot agent, technical system and en-
vironment modules. Two scenarios with human-computer interaction are used
and the results are compared with past studies to illustrate the advantages.

In [136], the authors provide a case study for modeling heating, ventilation
and air-conditioning (HVAC) systems using FRAM (Functional Resonance
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Analysis Method) [137]. In order to decrease the complexity of the FRAM
model representation, a layered FRAM is presented in this study. Scenarios
containing dynamic nature of complex socio-technical systems are considered
and the results show better view of the functions and facilitation in analyzing
the model.

In [138], the authors discuss the challenges of providing safety in an in-
telligent human robot collaborative station using the current safety standards
and the need for updating and improving them. As it is explained in this paper,
according to robotic safety standards, it is mandatory to have risk assessment
process for all robotic applications. However, the standards do not support the
collaboration in an efficient manner. Manual assembly station from a truck en-
gine final assembly line is used as a use-case and five hazards are identified and
described. For each hazards some recommendations are provided to reduce the
risk. Finally, a new collaboration mode called “Deliberation in planning and
acting” is suggested to include advanced control strategies and improve the
current standards. For implementing the suggested mode, control system com-
ponent should be added to support the deliberation and to provide an agreed
plan for safe collaboration. Good understanding of the system and well re-
ceived education and training is also required by the operator.

In [139], the authors propose a systematic risk assessment approach and
apply it to an automated warehouse use case. Based on the proposed approach,
different humans with different levels of interaction are identified and their
safety requirements are provided. In addition, a list of hazards and their related
scenarios are identified using HAZOP method. Finally, the hazards are ana-
lyzed, and safety requirements and recommendations are generated to be used
in the next risk mitigation phase. Furthermore, a simulation setup is imple-
mented for risk management process using a Virtual Robot Experimentation
Platform (V-REP).

In comparison to the above-mentioned works, we provided two case stud-
ies from two different domains using our proposed general risk assessment
framework with the integration of risks emanated from human, organization
and technology containing augmented reality. In addition, effects of new orga-
nizational changes and support for safety standards are considered.
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Conclusion and Future Work

In this section, we first summarize our work and provide concluding remarks
and then we present the future research directions.

6.1 Conclusions

The goal of our research is to strengthen risk assessment in augmented reality-
equipped socio-technical systems considering post normal accidents by pro-
viding a safety-centered risk assessment framework. For achieving this goal,
we focused on various kinds of dependability threats that would cause risk for
post normal accidents and we proposed constructs for modeling and analyzing
system behavior in order to be able to assess the related risks. We defined four
subgoals (presented in detail in Section 3.3):

* Subgoal 1: Capturing dependability threats leading to post normal accidents
in AR-equipped socio-technical systems.

* Subgoal 2: Integrating captured threats in risk assessment of AR-equipped
socio-technical systems.

* Subgoal 3: Validating modeling and analysis capabilities, applicability and
effectiveness of contributions for risk assessment in AR-equipped socio-
technical systems.

* Subgoal 4: Positioning and comparing the contributions of our work.
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To reach the specified subgoals, we presented set of research contributions
(detailed in Chapter 4):

* Thesis contribution 1: A metamodel extension for capturing post normal
accidents

We reviewed post normal accident theory and we extracted influencing fac-
tors on system behavior, which would act as dependability threats leading
to post normal accidents. We used the extracted influencing factors, which
are related to organizational changes, in extending a metamodel for model-
ing socio-technical systems to empower the metamodel by the required ex-
pressive power for capturing dependability threats related to organizational
changes leading to post normal accidents.

* Thesis contribution 2: Proposing a process for dependability analysis in
AR-equipped socio-technical systems based on the proposed modeling ex-
tensions

We proposed extension for a synergy of qualitative and quantitative depend-
ability analysis in order to incorporate our proposed modeling extensions
and enable the analysis process to be used for assessing risk in AR-equipped
socio-technical systems.

* Thesis contribution 3: Proposing a safety-centered risk assessment frame-
work for AR-equipped socio-technical systems integrating modeling and anal-
ysis extensions

We proposed a safety-centered risk assessment framework for AR-equipped
socio-technical systems containing modeling and analysis processes in order
to incorporate our proposed extensions and strengthen the risk assessment
for AR-equipped socio-technical systems with respect to effects of AR and
organizational changes and provided support for safety standards.

* Thesis contribution 4: Applying the contributions in automotive domain

We designed and executed a case study in automotive domain in cooperation
with our industrial partner in order to validate modeling and analysis capa-
bilities of the framework in compliance with related safety standards. We
indicated how different steps support different development process activi-
ties of safety standards.

Thesis contribution 5: Applying the contributions in robotic domain

We applied our framework in robotic domain to evaluate the contributions
of our work with respect to effects of AR and organizational changes and to
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demonstrate the applicability and effectiveness of our framework in robotic
domain in compliance with related safety standards.

* Thesis contribution 6: A systematic literature review on risk assessment of
safety-critical socio-technical systems

We conducted a systematic literature review based on the evolution of the
conceptualization of socio-technical systems to position our work and to
compare our contributions with other related works.

Figure 6.1 presents the mapping between subgoals, research contributions
and included papers.

6.2 Future Work

The contributions provided in this thesis can be improved and extended in sev-
eral directions. Here we present the suggested areas for future work.

* We used SafeConcert metamodel as the basis of our extensions. The reason
that we decided to work on SafeConcert metamodel and to extend this meta-
model is that this metamodel provides modeling elements for socio-technical
systems. In addition, this metamodel is tool-supported and it is based on
previous accepted works with open source implementation. One research
direction is to integrate our proposed extensions in other metamodels.

* The proposed extension for extending CHESS toolset is not implemented in
this toolset. One suggested area for future work is to implement the concep-
tual extension of SafeConcert within CHESSML, in order to enable using of
the extensions by the analysis plugin of CHESS toolset.

* In this thesis, we used extended modeling elements for modeling effects of
AR and organizational changes on human and organization as socio enti-
ties. One research direction is to consider effects of AR and organizational
changes on technical entities and proposing required constructs for modeling
technical issues due to AR and organizational changes such as problems in
design, material or production process due to AR and organizational changes
while producing a technical fragment.

* We used Concerto-FLA analysis technique for describing the analysis re-
sults after using our modeling extensions. The reason that we decided to
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Subgoal 1: Capturing dependability threats leading to post
normal accidents in AR-equipped socio-technical systems

| analyses in AR-equipped Socio-technical Systems based on the
proposed modeling extensions

Thesis contribution 1: A metamodel extension to capture post Paper A:
normal accidents in AR-equipped socio-technical systems ESREL-2021
Subgoal 2: Integrating captured threats in risk assessment of
AR-equipped socio-technical systems
Thesis contribution 2: Proposing a process for dependability @ >
Paper C:

; ICSRS-2021

Thesis contribution 3: Proposing a safety-centered framework
> for risk assessment in AR-equipped socio-technical systems
integrating modeling and analysis extensions

Paper B:

JSA-2021
g T

Subgoal 3: Validating modeling and analysis capabilities,
applicability and effectiveness of contributions for risk
assessment of AR-equipped socio-technical systems

Thesis contribution 4: Applying our proposed framework on an
AR-equipped socio-technical system from automotive domain

Thesis contribution 5: Applying our proposed framework on an
AR-equipped socio-technical system from robotic domain

Subgoal 4: Positioning and comparing the contributions of our
work

Paper E:
MRTC-2022

Thesis contribution 6: A systematic literature review in risk Paper D:
assessment of safety-critical socio-technical systems MRTC-2022

Figure 6.1: Connection between subgoals, contributions and the papers

use Concerto-FLA analysis technique is that this technique provides analy-
sis constructs for socio-technical systems. In addition, this technique is tool-
supported and it is based on previous accepted works with open source im-
plementation. One research direction is to extend other analysis techniques

based on our proposed extensions.
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* Implementing the conceptual extensions of CHESSML provides the possi-
bility for implementing the extensions on analysis, in order to have the anal-
ysis results automatically. One suggested area for future work is to extend
implementation of Concerto-FLA based on extended modeling elements to
provide the analysis results within the CHESS toolset.

* Probabilities used in the quantitative analysis are assumed and as we dis-
cussed, accident reports or expert opinions can be used for defining these
probabilities. In the context of human and organization components, defin-
ing the probabilities are really challenging and one research direction would
be to consider this challenge and to provide a solution. However, it might
be more helpful and more descriptive to use qualitative analysis in socio-
technical systems.

* Concerto-FLA, which is used as the basis for the analysis in our framework,
is a static and linear analysis technique. In addition, ensuring consistency
over time is not considered in this technique. In order to consider dynamic,
non-linear relationships and in order to consider consistency over time, more
extensions are required.

* We provided a theoretical comparison in our systematic literature review.
However, more descriptive comparisons with widespread methods are of
value to show the validity of the contributions in different levels. One fu-
ture research direction is to provide a comparative study based on the best
practices and guidelines.

* The results of the modeling and analysis would be affected by inconsisten-
cies in defining the rules or by complexity of the system and components.
Checking consistency and dealing with complexity is out of scope of this
thesis and it can be considered as a direction for future work.

¢ In this thesis, we focused on identifying the dependability threats and as-
sessing risk caused by these dependability threats. We did not provide any
mitigation technique for the identified risks and this can be considered as
future work to decrease risk and define risk reduction measures in order to
provide risk management techniques.

* Defining various scenarios requires different meetings between involved peo-
ple in the system and people familiar with the risk assessment process. It is
required to have comprehensive discussions about various possible scenarios
to integrate possible risk sources as much as possible and to define the related
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safety requirements. one research direction for future work can be defining
methods for formalizing the process of defining scenarios.
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Abstract

In the past twenty to thirty years, organizations have extremely changed and
these changes in addition to technological changes such as use of augmented
reality (AR) introduce new system risks. Post normal accidents theory de-
scribes that organizations are more globalized and digitalized and are formed
as networks of organizations, which would lead to post normal accidents such
as network failure accident. In addition, it states that strategies and organiza-
tional structures are more financialized and networked respectively and tech-
nology and task are more digitalized and standardized. These organizational
factors affect also on human performance. Organization and human are consid-
ered as the socio parts of socio-technical systems. Metamodels should provide
the modeling elements required for modeling human and organizational fac-
tors in new AR-equipped socio-technical systems. Current metamodels do not
consider factors that would lead to post normal accidents. In this paper, we
elaborate the theory of post normal accidents and we extract the influencing
factors leading to post normal accidents. We also consider global distance in-
cluding geographical, temporal and cultural distances, as an influencing factor
on human performance. Then, we use the extracted influencing factors for ex-
tending modeling elements in our previously proposed conceptual metamodel
for modeling AR-equipped socio-technical systems. Our proposed extended
metalmodel can be used by analysis techniques in order to perform risk assess-
ment for AR-equipped socio-technical systems.
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7.1 Introduction

Significant changes in organizations over the past two to three decades besides
utilizing new technologies such as augmented reality (AR) would act as new
causes of accidents. The theory of post normal accident [1], which is an ex-
tension of normal accident theory [2], has highlighted the important changes
of organizations over the last two to three decades. Based on this theory, tech-
nology and task are more digitalized and standardized in comparison to 1980s,
which were more automated. Organizational structures are more networked
(externalized, horizontal) in comparison to 1980s, which were more integrated
(internalized, vertical). In addition, Organizational strategies are more finan-
cialized in comparison to 1980s, which were only industrial. Furthermore,
environments are more globalized and self-regulated, while they were national
and state regulated during 1980s. Effect of these changes on human perfor-
mance is not negligible and thus it is crucial to investigate it, since both hu-
man and organization take part as the socio entities of socio-technical systems.
Global distance metric [3] is also a new metric capturing a new influencing fac-
tor on human. It is defined as distances in geographical, temporal and cultural
features of people working in an organization [4]. It is now well established
that this metric affects on human performance [5]. There is a need to address
these factors originated in recent changes, which would be the reasons for new
types of accidents called post normal accidents.

In order to perform risk assessment, which plays a key role in different
phases of product development in system engineering, modeling the system
plays a vital role. UML (Unified Modeling Language)-based metamodels [6]
are the most widely used groups of metamodels and have been extensively
used for defining means required for modeling the involved system. SafeCon-
cert [7] is a metamodel proposed for modeling socio-technical systems. This
metamodel is implemented by CHESS ML (CHESS Modeling Language) [8],
which is a UML-based modeling language in CHESS framework [9]. Effect
of new technologies such as Augmented Reality (AR) on human and organi-
zational factors have been explored in several studies [10] [11]. There is no
detailed investigation into the effects of organizational changes leading to post
normal accidents on modeling. The objectives of this research are investigating
the effects of the new organizational changes on modeling and updating avail-
able metamodels to enable capturing post normal accidents in AR-equipped
socio-technical systems. In order to do that, we extract the new influencing fac-
tors on human performance based on post normal accident theory and global
distance metric, and we integrate these factors in the previously proposed con-
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ceptual metamodel for modeling AR-equipped socio-technical systems. In ad-
dition, this research provides a potential usage of the extended metamodel on
an example from petroleum domain.

The rest of the paper is organized as follows. In Section 7.2, we provide
essential background information. In Section 7.3, we propose a metamodel
extension, based on post normal accident theory and global distance metric,
on our previously proposed conceptual metamodel. In Section 7.4, we discuss
about the strength and limitation of the proposed extension. Finally, in Sec-
tion 7.5, we present some concluding remarks and discuss about future work.

7.2 Background

In this section, we provide essential background information about modeling
AR-equipped socio-technical systems, post normal accident theory and global
distance metric.

7.2.1 Modeling AR-equipped Socio-technical Systems

There are different metamodels used for modeling various types of systems.
SafeConcert [7] is a metamodel, which proposes constructs for modeling socio-
technical systems. It is implemented within CHESS ML/CHESS Toolset, which
is integrated in the AMASS platform [12]. AMASS platform is the first open-
source platform that supports engineering and certification processes of safety-
critical systems. Main elements in this metamodel are components, ports, and
connectors. These elements are used for modeling main entities of a socio-
technical system. Failure modes and failure behaviors are also used for model-
ing behaviors of system elements.

Main entities of a socio-technical system are software and hardware, which
are the technical entities and human and organization, which are the socio en-
tities. Each of these entities are modeled as components and their relations
are modeled through connectors. Components can contain sub-components.
Sub-entities in technical entities are modeled as sub-components, while in so-
cio entities different aspects are modeled as sub-components. For example,
in an organization, examples of different aspects are process management and
resource management. In a human, examples of different aspects are human
characteristics such as sensing and executing.

In [13], extensions are proposed for this metamodel in order to incorporate
AR related factors. As it is shown in Figure 7.1, AR-equipped socio-technical
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system is a system which has augmented reality technology in addition to usual
socio and technical entities. This technology affects on human and organiza-
tion. Human using augmented reality would have extended capabilities, which
are required to be modeled in order to consider their failure behavior while do-
ing risk assessment. For example, with the use of augmented reality a person
can sense surrounding environment, thus surround sensing is an AR-extended
characteristic for human.

AR-equipped socio-technical system entities

Technical entities

Hardware Software
Augmented reality

Socio entities

Organization

AR-related
factors

Human

AR-extended
characteristics

Figure 7.1: AR-equipped socio-technical system entities

As it is shown in Figure 7.2, entities, their characteristics and their rela-
tions are modeled using components, sub-components and connectors. Sub-
components of human and organization are selected based on SafeConcert hu-
man and organization modeling elements and AR-related modeling extensions.
The factors with gray color are the conceptual extensions. Organizational fac-
tors are based on several state-of-the-art taxonomies such as Rasmussen [14],
HFACS [15], SERA [16] and SPAR-H [17] and AR-related factors are added
based on studies and experiments on AR such as [18] and [19].

7.2.2 Post Normal Accident Theory

Post normal accident theory [1], which is an extension for normal accident
theory [2], is proposed by Jean-Christophe Le Coze. Perrow’s normal accident
theory argues that in tightly complex systems accidents are unavoidable or nor-
mal. Four analytical categories are also argued by Perrow to provide strong
understanding of the situations which happen in organizations. These four cat-
egories are technology and task, structure, goal (later updated to strategy by
Jean-Christophe Le Coze) and environment. Post normal accident theory ar-
gues that because of advent of new notions such as globalization, an update or
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adaptation for normal accident theory is required. In this theory, goal category
is updated to strategy and features of the four categories (environment, strategy,
structure, technology and task) are compared during 1980s and 2010s (Shown
in Figure 7.3). Post normal accident theory, illustrates implications of trends
such as digitalization, standardization, financialization and self-regulation on
these four layers.

It discusses that environment was national and state regulated during the
time normal accident theory was proposed (1980s). However, it is more glob-
alized and self-regulated during 2010s. Based on definition provided in [20],
globalization referes to “extended financial environment and greater exposure,
worldwide competition, work and labour flexibility, incentives to breakdown
vertical structures to gain flexibility through novel and expanding ICT net-
worked infrastructure, normalized practices and dependence on a growing ser-
vice activity (e.g. consulting)”. Self-regulation refers to ”industry regulating
itself through the production of its own standards and internal control”.
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Figure 7.3: Post normal accident theory [1]

Strategy was more industrial during 1980s, while it is more financialized
and industrial during 2010s. Financialization refers to “increasing the influ-
ence of financial actors (e.g. hedge funds) in companies’ managerial decision-
making processes”.

Structure was more integrated during 1980s, while it is more networked
during 2010s.

Finally technology and task were more automated during 1980s, while they
are more digitalized and standardized during 2010s. Digitalization refers to
“the progressive replacement or extension of human activities by a combina-
tion of ICT systems and machines (or robots) which can perform an increas-
ingly wide range of manual and cognitive tasks more and more independently”.
Standardization refers to “widespread management principles promoted by
outsourcing and self-regulation, consulting firms and certification schemes for
global markets”.

As it is discussed in [20], recent changes introduce new safety challenges
and besides their provided progress, they would be source of harm. It is also
stated in this study that looking into new categories of system risks is required
as a complementary perspective for the study.

7.2.3 Global Distance Metric

Global distance metric [3] has been suggested by Noll and Beecham, for global
distance measurement between distributed sites on Global Software Develop-
ment (GSD) [21]. Geographic, temporal and cultural distances are considered
and quantified in this metric. For example, for organization buildings in dif-
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ferent countries a higher impact value is considered in comparison to buildings
in the same region or in the same campus. Similarly, for temporal and cul-
tural distance different impact values are considered. It is also discussed in this
study that global distance would obstruct the communication among people in
distributed teams.

In [22], an evaluation is designed to test cultural difference in understand-
ing graphical symbols such as icons used in technological devices. US and
Swedish subjects are evaluated and the results show that culture influences on
their certainties for graphical symbol understanding. In [23], empirical evi-
dence is provided showing that geographical proximity influences on social in-
teractions and these effects even have increased by IT revolution. In [24], it is
discussed that temporal distance influences on information diffusion processes
in social and technological networks.

Based on these studies, global distance can be considered as an influencing
factor on human performance. For example, a safety manager would live in a
country with a culture that human safety is not so critical, while for another
safety manager, it is highly critical based on the culture of the country he is
living in. Thus, there would be some misunderstanding in discussions between
these two people, if they work in two different buildings of a same organization
located in different countries.

7.3 Proposed Extended Metamodel

In this section, first, based on the post normal accident theory and global dis-
tance metric, discussed in Subsection 7.2.2 and 7.2.3, we extract the factors
influencing on human performance leading to accident. Then, we extend the
organization and human modeling elements in our previously proposed con-
ceptual metamodel, which was briefly explained in Subsection 7.2.1.

7.3.1 Extracted Influencing Factors

Influencing factors are selected, if they have the potential to influence on hu-
man performance leading to accidents. Definitions and safety effects discussed
in [20] and [4] are used for identifying these factors. We explained about the
definitions in Subsection 7.2.2 and 7.2.3. In this subsection, we extract and
categorize these influencing factors. Safety effects are also provided based on
[20].

Extracted influencing factors on human performance are divided into two
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groups. The first group is organizational factors and the second group is human
factors. These two groups are as follows:

1. Group 1 (organizational factors)

Globalized environment: It may cause complex interactions between
different entities. These implications may affect on human performance
and would lead to an accident.

Self-regulated environment: It may cause missing of independent over-
sights by states that may affect on human performance and would lead to
an accident.

Organizational strategy:

- financialized strategy: It may cause pressure for returning the invest-
ment and shifting power to financial actors. These implications may
affect on human performance and would lead to an accident.

— Industrial strategy: It may cause changes in industrial relations that
may affect on human performance and would lead to an accident.

Organizational structure:

— Networked structure: It may cause increase in complexity of inter-
actions across organizations and other entities of the system that may
affect on human performance and would lead to an accident

Digitalized task: It may cause complexity in human and machine inter-
actions and development of new information structures. These changes
may affect on human performance and would lead to an accident.

Standardized task: It may cause change in practices that may affect on
human performance and would lead to an accident.

2. Group 2 (human factors)

Global distance:

— Geographic distance: It may cause difficulties in managing physical
places that may affect on human performance and would lead to an
accident.

— Temporal distance: It may cause difficulties in time management that
may affect on human performance and would lead to an accident.

— Cultural distance: It may cause difficulties in communications that
may affect on human performance and would lead to an accident.
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7.3.2 Extended Modeling Elements

The first group of factors explained in Subsection 7.3.1 can be used for ex-
tending organization modeling elements and the second group can be used for
extending human modeling elements.

Based on the provided definitions for each of the extracted influencing fac-
tors and based on the three categories of organization modeling elements pro-
posed in [10], we add new modeling elements to the categories, shown in Fig-
ure 7.4. The components with dotted line border are AR-extended components,
which were proposed in our previous extension. Extended modeling elements
in this paper are shown with gray color and our previous categorization of meta
classes are shown with white color.

For example, time pressure is an organizational modeling element using
to model scenarios that time pressure would influence on human performance
and would lead to system failure or an accident. AR guided task refers to a task
that AR is used for guiding the operator for doing the task. If this task is not
defined correctly, it would influence on human performance leading to system
failure. Standardized task is an extended modeling element proposed in this
paper based on post normal accident theory. Standardization would influence
on human performance and would lead to an accident.
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Figure 7.4: Extended organization modeling elements

We also use global distance metric for extending human modeling ele-
ments, shown in Figure 7.5. The components with dotted line border are AR-
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extended components, which were proposed in our previous extension. Ex-
tended modeling elements in this paper are shown with gray color. For ex-
ample, social modeling element is a human modeling element. This modeling
element can be used for modeling scenarios that problem in communication
between people would lead to misunderstanding and failure in human perfor-
mance. Thus, it would lead to an accident. Social presence modeling element
can be used for modeling scenarios that using AR would decrease social pres-
ence, meaning that people miss their communication because of AR. Thus,
it would influence on human performance and it would lead to an accident.
Global distance is the extended modeling element proposed in this paper. This
modeling element can be used for modeling scenarios that for example cultural
distance between people causes misunderstanding. Thus, it would influence on
human performance and it would lead to an accident.
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7.3.3 Potential Usage on an Example

British Petroleum (BP) is one of the biggest multinational companies in the
world. A series of accidents between 2005 and 2010 in multinational BP in
different branches occurred. We use this example to show our extension con-
tribution in modeling conditions leading to these accidents.

Based on the analysis of these accidents using commission reports and so-
cial concepts for interpretation [25], potentials for these accidents are as fol-
lows:

* Networked structure of BP

* Lack of appropriate learning from experience
* Fault in control authority

* Strategies of CEO of the company

In Figure 7.6, we show a modeling example using our extended modeling
elements. The modeling elements representing three factors leading to accident
in BP, as examples, are shown using networked structure, experience and or-
ganizational strategy components. Two of these three used modeling elements
are the modeling elements extended in this paper. These modeling elements,
which are based on the factors explained in post normal theory as factors lead-
ing to post normal accidents are shown in gray. We show three scenarios and
in each of them failure in one of the three components has contributed to ac-
cident. For example, in the first scenario (S1), output of networked structure
produces a failure and the other three provide correct service, which means no
failure in their outputs. Final output of the system, which is shown by OP13
produces failure because of the failure in networked structure component. In
the second scenario (S2), the reason for failure in the output of the system is
failure in OP4, which is output of organizational strategy component. In the
third scenario (S3), the reason for failure in the output of the system is failure
in OP10, which is output of the experience component. Similarly, different
scenarios can be modeled and discussed using different representation means
proposed in our conceptual metamodel.

Another interpretation is proposed by Jean-Christophe Le Coze in [1], in
the context of globalization. In this interpretation, the author explains how
deregulation, externalization, standardization, digitalization and financializa-
tion have contributed to the accidents in BP. Since our extension contains the
representation means required for modeling these concepts, different scenarios
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Figure 7.6: Globalized AR-equipped socio-technical system modeling

using these modeling elements can be considered and discussed during model-

ing and risk assessment to improve system des

ign.

Managing multinationals is a big challenge for companies like BP. Con-
sidering technological factors and organizational factors in our previous meta-
model were not enough for describing such events. We show in this example

that the new proposed modeling elements can

be helpful for modeling recent

factors such as networked structure of an organization in order to incorporate

their effect while performing risk assessment.

7.4 Discussion

In this section, we discuss about the strength
extension.

and limitation of our proposed

The strength of our proposed extension is provision of means in modeling
process for incorporating features of new AR-equipped socio-technical sys-

tems based on an accepted theory. As it is s
investigate effects of dynamics on system risk
root causes of accidents in the new globalized
accidents. In this study, we took the initial step

tated in [20], it is important to
s and it is important to identify
systems to prevent post normal
towards investigating these con-

cepts and we updated modeling elements that can be used for modeling process

as the fundamental process of risk assessment.

Safety analysts can model dif-

ferent scenarios considering effect of globalization by discussing about the root
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causes of accidents based on the updated modeling elements. Next step is to
incorporate these concepts in the analysis process.

The limitation of our work is that we could not provide a complete evalu-
ation, since there is no analysis technique to be used for globalized systems.
Thus, it is required to update these techniques to be able to provide analysis
results on an example. However, we provided a potential usage of our exten-
sion on an example from petroleum domain. This example can be extended
and further research is required to define metrics for evaluating the success of
the proposed extensions in modeling and analyzing the new scenarios.

7.5 Conclusion and Future Work

New socio-technical systems containing new technologies such as augmented
reality encompass contemporary organizational changes. These changes bring
up new system risks, which should be considered while performing risk as-
sessment. In this paper, we elicited new organizational and influencing factors
on human performance based on normal accident theory and global distance
metric. Then, we used these elicited factors for updating our previously pro-
posed conceptual metamodel for AR-equipped socio-technical systems. There
is abundant room for further progress in determining the updates for analysis
techniques and providing the full process for risk assessment.

As future work, we aim at using the extended metalmodel on an industrial
case study to illustrate the contribution of the extended modeling elements.
In addition, we plan to use this extended metamodel for extending analysis
techniques such as Concerto-FLA [26], which is an implemented technique in
CHESS Toolset [27].



Bibliography

(1]

(2]

[4]

(7]

J.-C. Le Coze, Post Normal Accident: Revisiting Perrow’s Classic. CRC
Press, 2020.

C. Perrow, Normal accidents: Living with high risk technologies-Updated
edition. Princeton university press, 2011.

J. Noll and S. Beecham, “Measuring global distance: A survey of distance
factors and interventions,” in International Conference on Software Pro-
cess Improvement and Capability Determination, pp. 227-240, Springer,
2016.

S. Alajrami, B. Gallina, and A. Romanovsky, “Enabling GSD task alloca-
tion via cloud-based software processes,” in International Conference on
Software Engineering Research, Management and Applications, pp. 179—
192, Springer, 2017.

L. Q. Yeong, Investigating the influence of cultural differences on sys-
tems engineering: a case study of the manned spaceflight programs of the
United States and China. PhD thesis, Massachusetts Institute of Technol-
ogy, 2015.

G. Booch, J. Rumbaugh, and I. Jackobson, “UML: Unified Modeling
Language,” 1997.

L. Montecchi and B. Gallina, “SafeConcert: A Metamodel for a con-
certed safety modeling of socio-technical systems,” in International Sym-
posium on Model-Based Safety and Assessment (IMBSA), pp. 129-144,
Springer, 2017.

169



170

(8]

[9]

(10]

(11]

[12]

[13]

[14]

[15]

[16]

BIBLIOGRAPHY

CONCERTO D2.7, “Analysis and back-propagation of proper-
ties for multicore systems — Final Version, http://www.concerto-
project.org/results,” 2016.

A. Debiasi, F. Ihirwe, P. Pierini, S. Mazzini, and S. Tonetta, “Model-based
analysis support for dependable complex systems in chess,” in Proceed-
ings of the 9th International Conference on Model-Driven Engineering
and Software Development - Volume 1: MODELSWARD,, pp. 262-269,
INSTICC, SciTePress, 2021.

S. Sheikh Bahaei, B. Gallina, K. Laumann, and M. Rasmussen Skogstad,
“Effect of augmented reality on faults leading to human failures in socio-
technical systems,” in International Conference on System Reliability and
Safety (ICSRS), IEEE, 2019.

S. Sheikh Bahaei, A Framework for Risk Assessment in Augmented
Reality-equipped Socio-technical Systems. Milardalen University Press
Licentiate Theses, 2020.

J. L. de la Vara, E. P. Corredor, A. R. Lopez, and B. Gallina, “The
amass tool platform: An innovative solution for assurance and certifi-
cation of cyber-physical systems,” in 26th International Working Con-

ference on Requirements Engineering: Foundation for Software Quality,
March 2020.

S. Sheikh Bahaei and B. Gallina, “Extending safeconcert for modelling
augmented reality-equipped socio-technical systems,” in International
Conference on System Reliability and Safety (ICSRS), IEEE, 2019.

J. Rasmussen, “Human errors. a taxonomy for describing human mal-
function in industrial installations,” Journal of occupational accidents,
vol. 4, no. 2-4, 1982.

S. A. Shappell and D. A. Wiegmann, “The human factors analysis and
classification system—HFACS,” tech. rep., Civil Aeromedical Institute,
2000.

K. C. Hendy, “A tool for human factors accident investigation, classifica-
tion and risk management,” tech. rep., Defence Research And Develop-
ment Toronto (Canada), 2003.



(17]

(18]

[19]

(20]

(21]

(22]

(23]

[24]

(25]

(26]

(27]

D. Gertman, H. Blackman, J. Marble, J. Byers, C. Smith, et al., “The
SPAR-H human reliability analysis method,” US Nuclear Regulatory
Commission, vol. 230, 2005.

M. Gutiérrez et al., “Augmented reality environments in learning, com-
municational and professional contexts in higher education.,” Digital Ed-
ucation Review, vol. 26, pp. 22-35, 2014.

K. Lee, “Augmented reality in education and training,” TechTrends,
vol. 56, no. 2, pp. 13-21, 2012.

J.-C. Le Coze, “Globalization and high-risk systems,” Policy and practice
in health and safety, vol. 15, no. 1, pp. 57-81, 2017.

J. D. Herbsleb and D. Moitra, “Global software development,” IEEE soft-
ware, vol. 18, no. 2, pp. 16-20, 2001.

D. P. T. Piamonte, J. D. Abeysekera, and K. Ohlsson, “Understanding
small graphical symbols: a cross-cultural study,” International Journal of
Industrial Ergonomics, vol. 27, no. 6, pp. 399—404, 2001.

J. Goldenberg and M. Levy, “Distance is not dead: Social inter-
action and geographical distance in the internet era,” arXiv preprint
arXiv:0906.3202, 2009.

J. Tang, M. Musolesi, C. Mascolo, and V. Latora, “Temporal distance
metrics for social network analysis,” in Proceedings of the 2nd ACM
workshop on Online social networks, pp. 31-36, 2009.

A. Hopkins, Disastrous Decisions: The Human and Organisational
Causes of the Gulf of Mexico Blowout. Sydney: CCH Australi, 2012.

B. Gallina, E. Sefer, and A. Refsdal, “Towards safety risk assessment of
socio-technical systems via failure logic analysis,” in International Sym-
posium on Software Reliability Engineering Workshops (ISSRE), pp. 287—
292, IEEE, 2014.

A. Cicchetti, F. Ciccozzi, S. Mazzini, S. Puri, M. Panunzio, A. Zovi, and
T. Vardanega, “CHESS: a model-driven engineering tool environment for
aiding the development of complex industrial systems,” in Proceedings
of the 27th IEEE/ACM International Conference on Automated Software
Engineering, pp. 362-365, ACM, 2012.






Chapter 8

Paper B:

A Case Study for Risk
Assessment in AR-equipped
Socio-technical Systems

Soheila Sheikh Bahaei, Barbara Gallina and Marko Vidovicé.
Journal of Systems Architecture (JSA-2021), Elsevier, October 2021.

173



Abstract

Augmented Reality (AR) technologies are used as human-machine interface
within various types of safety-critical systems. Several studies have shown that
AR improves human performance. However, the introduction of AR might in-
troduce risks due to new types of dependability threats. In order to avoid unrea-
sonable risk, it is required to detect new types of dependability threats (faults,
errors, failures). In our previous work, we have designed extensions for the
SafeConcert metamodel (a metamodel for modeling socio-technical systems)
to capture AR-related dependability threats (focusing on faults and failures).
Despite the availability of various modeling techniques, there has been no de-
tailed investigation of providing an integrated framework for risk assessment in
AR-equipped socio-technical systems. Hence, in this paper, we provide an in-
tegrated framework based on our previously proposed extensions. In addition,
in cooperation with our industrial partners, active in the automotive domain, we
design and execute a case study. We aim at verifying the modeling and anal-
ysis capabilities of our framework and finding out if the proposed extensions
are helpful in capturing system risks caused by new AR-related dependabil-
ity threats. Our conducted qualitative analysis is based on the Concerto-FLA
analysis technique, which is included in the CHESS toolset and targets socio-
technical systems.
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8.1 Introduction

Several studies have shown that Augmented Reality (AR) technology con-
tributes to human performance [1]. The combination of the AR technology and
humans constitute an AR-equipped socio-technical system. We focus on AR-
equipped socio-technical systems because of the context of the ImmerSAFE
project [2] and also due to the increased AR applications. AR technology su-
perimposes virtual and computer generated information on the reality of the
user [3]. The information can be visual, auditory, etc., for enhancing human
capabilities [4]. An example of visual augmented reality is using navigational
information superimposed on the windshield of a car for driver guidance.

In some cases the inclusion of the AR technology might undermine user re-
action. For example, it can increase cognitive-processing load [4] and it would
lead to new risks. Thus, exploiting AR in socio-technical systems demands risk
assessment to make sure that it is not harmful for people and the environment.
To assess risk of socio-technical systems equipped with augmented reality, it
is required to identify new uncertainties, threats and their propagation.

According to ISO 26262 [5], the automotive standard for functional safety,
risk assessment is a “method to identify and categorize hazardous events of
items and to specify safety goals and ASILs (Automotive Safety Integrity Level)
related to the prevention or mitigation of the associated hazards in order to
avoid unreasonable risk”. The focus in this standard is on risks emanated from
malfunctions of electrical and/or electronic (E/E) system. In contrast, ISO/-
PAS 21448:2019, defined as safety of the intended functionality (SOTIF) [6],
considers risks emanated from other types of hazardous behavior related to in-
tended functionality or performance limitation of the system. The reason for
hazardous behavior in many instances is a triggering event. For example, lack
of attention while driving an automated vehicle (triggering event) would lead
to incorrect decision (hazardous behavior) causing system risk. For analyzing
SOTIF related hazards qualitative analysis is used and ASIL is not determined
[6].

In our previous works [7, 8], in order to identify AR-related dependability
threats, we have proposed two taxonomies. Based on these taxonomies, we ex-
tended SafeConcert to investigate additional socio aspects and AR-related de-
pendability threats in system architecture modeling and analysis [9, 10]. So far,
an integrated framework for risk assessment of AR-equipped socio-technical
systems has not been proposed. Current frameworks do not contain modeling
and analysis constructs for modeling and analyzing several social aspects, AR-
extended human functions and AR-related organizational factors. In addition,
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there has been little investigation about how effective current modeling and
analysis techniques are for industrial systems containing new technologies and
if it is possible to capture risk caused by augmented reality-related dependabil-
ity threats.

In this paper, we build on our previous work and provide an integrated
framework for risk assessment of AR-equipped socio-technical systems. In ad-
dition, we use an industrial case study for verifying the framework in capturing
risks caused by AR-related dependability threats. More specifically, in this pa-
per, we build on our previously proposed conceptual extensions on SafeConcert
metamodel [11]. SafeConcert metamodel [11] is part of the modeling language
included in the CHESS framework [12] for modeling socio-technical systems.
Extended metamodel provides modeling and analysis capabilities, which can
be used for assessing risk of AR-equipped socio-technical systems. Concerto-
FLA [13] analysis technique is also used in our framework. Concerto-FLA
is an analysis technique for socio-technical systems and it uses FPTC (Fault
Propagation and Transformation Calculus) [14] syntax. In addition, we pro-
vide a case study based on SEooC (Safety element out of context) concept of
ISO 26262 standard. SEooC concept refers to elements that are not devel-
oped in the context of a particular vehicle. Based on this concept, assumptions
should be defined for the context in which a component is going to be used
[15]. Finally, we provide threats to validity and limitations and benefits of the
extensions. The results of our work can support modeling items and analyz-
ing the behavior of AR-equipped socio-technical systems in compliance with
ISO 26262 and SOTIF safety standards, which can be used by stakeholders,
including designers and developers.

The rest of the paper is organized as follows. In Section 8.2, we provide
essential background information. In Section 8.3, we provide an integrated
framework for assessing risk of AR-equipped socio-technical systems. In Sec-
tion 8.4, we design and conduct the case study to verify modeling and analysis
capabilities of the proposed framework and we discuss about lessons learnt
based on limitations and benefits of our research. In Section 8.5, we discuss
about threats to validity in relation to our research. In Section 8.6, we pro-
vide a discussion about the contribution of our proposed extensions in deter-
mining ISO 26262 controllability and other applications. In Section 8.7, we
extensively discuss related works. Finally, in Section 8.8, we present some
concluding remarks and sketch future work.
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8.2 Background

This section provides essential background information onto which our work
is based. First, CHESS framework is introduced. Then, SafeConcert meta-
model and AR-related modeling extensions are presented. FPTC syntax and
Concerto-FLA analysis technique are also explained. Finally, ISO 26262, SO-
TIF, SEooC and SAE automation levels are presented.

8.2.1 CHESS Framework

CHESS framework [12] provides a methodology, a language and a toolset for
developing high-integrity systems.

The CHESS methodology, which is component-based and model-driven,
is based on an incremental and iterative process. Based on this methodology,
components are defined incrementally with functional and also extra-functional
properties, such as dependability information [16]. Then, developers can use a
set of analysis techniques and back propagate the results iteratively.

CHESS-ML (CHESS Modeling Language) [17] is based on UML and pro-
vides the modeling elements required for modeling high-integrity systems.

CHESS toolset includes a set of plugins for code generation and provides
various analysis capabilities. For example, Concerto-FLA (Failure Logic Anal-
ysis) [13] is a plugin related to analysis. In Concerto-FLA, component-based
model of the system is provided and dependability information is used for dec-
orating components. Then, analysis results can be back propagated to the sys-
tem model. In this paper, we use Concerto-FLA as the analysis technique.

8.2.2 SafeConcert and its Extension of AR

SafeConcert [11] is a metamodel for modeling socio and technical entities in
socio-technical systems. In this metamodel, which is part of the CHESS-ML
modeling language [17], technical (i.e., software, hardware) or socio entities
can be modeled as components/composite components in component-based
systems representing socio-technical systems. SERA taxonomy [18] is used for
modeling human and organization, which are the socio entities of the system.
In this metamodel human sub-components are modeled based on twelve cat-
egories of human failures including failures in perception, decision, response,
etc.

In [9], we extended the human modeling elements based on AREXTax,
which is an AR-extended human function taxonomy [7]. This taxonomy is
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obtained by harmonizing about six state-of-the-art human failure taxonomies
(Norman [19], Reason [20], Rasmussen [21], HFACS (Human Factor Analysis
and Classification System) [22], SERA (Systematic Error and Risk Analysis)
[18], Driving [23]) and then extending the taxonomy based on various studies
and experiments on augmented reality. These extended modeling elements are
divided to four categories, shown in Figure 8.1. Three of these categories are
human functions including human process unit, human SA (situational aware-
ness) unit, and human actuator unit. The one other category is human fault unit,
which is related to human internal influencing factors affecting on human func-
tions. We explain these modeling elements in the next two paragraphs. In the
first paragraph we explain modeling elements related to human functions and
in the second paragraph we explain modeling elements related to human fault
unit and also other fault categories. Extended modeling elements are shown
with white color and AR-stemmed modeling elements are shown with dotted
line border.

The extended modeling elements in human process unit, human SA unit,
and human actuator unit enable modeling of AR-extended human functions.
For example, detection failure, which represents a failure in detecting human
function, is a human failure introduced by several human failure taxonomies
such as Reason [20] and Rasmussen[21] taxonomies. Based on experiments
and studies on augmented reality including [24] and [25], detecting function
would be extended to surround detecting while using AR (surrounding infor-
mation would be augmented on real world view of the user by AR). Thus,
surround detecting can be considered as an extended sub-component of hu-
man component; in other words surround detecting is an extended modeling
element proposed for analysis of AR-equipped socio-technical systems.

In [10], we extended organization and human modeling elements based on
AREFTax, which is a fault taxonomy including AR-caused faults [8]. This tax-
onomy is obtained by harmonizing about five state-of-the-art fault taxonomies
(Rasmussen [21], HFACS [22], SERA [18], Driving [23] and SPAR-H (Stan-
dardized Plant Analysis Risk Human Reliability Analysis)[27]) and then ex-
tending the taxonomy based on various studies and experiments on augmented
reality.

In [26], we proposed more specifications for organization and human mod-
eling elements by considering digitalization, globalization and networked struc-
ture of organizations. More specifically, we extended the human and organiza-
tion modeling elements based on post normal accident theory [28] and global
distance metric [29]. The extended modeling elements are helpful to prevent
post normal accidents and to include global distance metric while assessing
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risk in new AR-equipped socio-technical systems. These extended modeling
elements are shown in Figure 8.2 and human fault unit of Figure 8.1. Extended
modeling elements are shown with white color and AR-stemmed modeling
elements are shown with dotted line border. These extended modeling ele-
ments enable modeling of various faults leading to human failures including
AR-caused faults. Faults would be caused by human, environment, organiza-
tion, etc. Human related faults are categorized as human fault unit of Figure 8.1
and non-human faults are categorized as three categories of organizational fac-
tors including organization and regulation unit, environment unit and task unit.
For example, failure in physical state of a human is a human internal fault lead-
ing to human failure. This is shown as human modeling element in human fault
unit category shown in Figure 8.1. Another example is condition, which is a
non-human factor and it is categorized as extended modeling elements for or-
ganization components shown in Figure 8.2. One example of the AR-extended
modeling elements is social presence shown in Figure 8.1. Based on studies on
augmented reality [30], using AR would decrease social presence and failure
in social presence can be considered as fault leading to human failure.
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8.2.3 The FPTC Syntax

FPTC syntax was proposed as part of FPTC analysis technique [14]. FPTC
rules are set of logical expressions that relate output failure modes to combina-
tions of input failure modes in each individual component [31].

Components’ behavior can be classified as source (if component generates
a failure), sink (if component is able to detect and correct input failure), prop-
agational (if component propagates failures received in its input to its output)
and transformational (if component transforms the type of failure received in
its input to another type in its output).

FPTC syntax for modeling failure behavior at component and connector
level is as follows:

behavior = expression+
expression = LHS ‘~’ RHS
LHS = portname‘.” bL | portname
> bL (‘, portname ‘. bL) +
RHS = portname‘.” bR | portname
<’ bR (‘, portname .’ bR) +

failure = ‘early’

‘late’ | ‘commission’ | ‘omission’
‘valueCoarse’
bL = ‘wildcard’ | bR
bR = ‘noFailure’ | failure

‘valueSubtle’

Early and late failures refer to provided function at a wrong time (early or
late). Commission failures refer to provided function at a time which is not ex-
pected and omission failures refer to not provided function at a time which is
expected. Value failures refer to wrong value after computations, which would
be valueSubtle (user can not detect it) or valueCoarse (user can detect it).

Wildcard in an input port shows that the output behavior is the same regard-
less of the failure mode on this input port. NoFailure in an input port shows
normal behavior.

Based on this syntax, “IP1.noFailure — OP1.omission” shows a source be-
havior and should be read as follows: if the component receives noFailure
(normal behavior) on its input port IP1, it generates omission on its output port
OP1.
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8.2.4 Concerto-FLA Analysis Technique

Concerto-FLA [13], which extends FPTC [14], is a model-based analysis tech-
nique that provides the possibility for analyzing failure behavior of humans
and organizations in addition to technical entities by using SERA [18] classi-
fication of socio-failures. As we recalled in Subsection 8.2.1, this technique
is provided as a plugin within the CHESS toolset and allows users to define
component-based architectural models composed of hardware, software, hu-
man and organization. This technique includes five main steps.

1. Modeling architectural elements including software, hardware, human, or-
ganization, connectors, interfaces and etc.

2. Modeling failure behavior at component and connector level by using FPTC
syntactical rules. Concerto-FLA has adopted the FPTC syntax for model-
ing failure behavior at component and connector level (explained in Sub-
section 8.2.3).

3. Modeling failure modes at system level by injection of inputs.

4. Performing qualitative analysis through automatic calculation of the failure
propagations. This step is similar to FPTC technique that system archi-
tecture is considered as a token-passing network and set of possible fail-
ures that would be propagated along a connection is called tokenset (default
value for each tokenset is noFailure, which means normal behavior). In
order to obtain system behavior, maximal tokenset is calculated for each
connection through a fixed-point calculation.

5. Interpreting the results at system level. Based on the interpretation it will
be decided to do the re-design or not.

8.2.5 IS0 26262, SOTIF, SEooC and SAE

ISO 26262 [5] is the standard for functional safety. ISO 26262 provides the
requirements and set of activities that should be performed during the lifecycle
phases such as development, production, operation, service and decommis-
sioning. ISO 26262 addresses functional safety and specifies risk assessment
for risks due to malfunctioning behavior of the items. If the risk is because of
intended functionality or performance limitation of a system, it is addressed in
ISO/PAS 21448-SOTIF [6]. In ISO 26262, ASIL (Automotive Safety Integrity
Level) is determined and used for applying the requirements to avoid unrea-
sonable residual risk. ASIL specifies item’s necessary safety requirements to
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achieve an acceptable residual risk. Residual risks are remaining risks after
using safety measures. An ASIL value is one of four levels (A-D) and it is
determined based on three factors: severity, exposure and controllability. The
severity factor indicates class of severity in case of hazard occurrence and it
is classified from O to 3 (shown by S0-S3). S3 shows the category with the
highest severity and it is related to situations with life threating injuries. The
exposure factor indicates class of probability of exposure with respect to oper-
ational situations and it is classified from O to 4 (shown by E0-E4). E4 shows
the category with the highest probability of exposure (with time in use more
than 10%). The controllability factor indicates the class of driver controllabil-
ity and it is classified from O to 3 (shown by C0-C3). C3 shows the category
with the highest controllability (more than 99% of drivers can control). ASIL
classification based on these three factors is shown in Figure 8.3. QM (qual-
ity management) shows that no safety requirement is necessary. ASIL value
A shows the lowest safety requirements and ASIL value D shows the highest
safety requirements.

Ligl juries Sever injuries, not life threating Life threating injuries
(time in use) 0.1% | 1% | 10% | 10% § 0.1% | 1% | 10% | 10% § 0.1% | 1% | 10% | 10%
ez avawav | o aw o]+ Jow v %] ¢ |
e ol favijav]av| A Javifam] A | 8 Jav| a8 | c |
"™ |ooodavlav]a e Javlale[cfals]clo]

Figure 8.3: ASIL classification [32]).

Safety element out of context (SEooC), introduced by ISO 26262, refers
to an element that is not defined in the context of a special vehicle, but it can
be used to make an item, which implements functions at vehicle level. SEooC
is based on ISO 26262 safety process and information regarding system con-
text such as interactions and dependencies on the elements in the environment
should be assumed [33].

The SEooC development contains 4 main steps:

1. (a) Definition of the SEooC scope: assumptions related to the scope, func-
tionalities and external interfaces of the SEooC should be defined.

(b) Definition of the assumptions on safety requirements for the SEooC:
assumptions related to item definition, safety goals of the item and
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functional safety requirements related to SEooC functionality, which
are required for defining technical safety requirements of the SEooC
should be defined.

2. Development of SEooC: based on the assumed functional safety require-
ments, technical safety requirements are derived and then SEooC is devel-
oped based on ISO 26262 standard.

3. Providing work products: work products are documents that show the ful-
filled functional safety requirements and assumptions on the context of SEo-
oC.

4. Integration of the SEooC into the item: safety goals and functional safety
requirements defined in item development should match with assumed func-
tional safety requirements for the SEooC. In case of a SEooC assump-
tion mismatch, change management activity based on ISO 26262 standard
should be conducted.

The process required for improving the intended functionality to ensure
safety includes eight activities. Possible interactions between these activities
and ISO 26262 activities and SEooC are shown in Figure 8.4.

Safety process of the ISO 26262 standard starts with concept phase con-
taining item definition, hazard analysis and risk assessment and functional
safety concept [33]. An item implements a vehicle level function. In item
definition the main objective is defining items. Defining items requires defin-
ing the dependencies and interactions with environment. Then, related hazards
are identified and functional safety requirements are obtained. In SEooC, as-
sumptions related to system context are the main output of the concept phase.
Functional safety concept includes providing functional safety requirements.
Output provided by Functional safety concept is used by technical safety con-
cept. Technical safety concept includes technical safety requirements and sys-
tem design. Then, hardware and software development is done based on tech-
nical safety concept. HW/SW development is based on assumptions provided
in concept phase. Next steps in the process are verification test, validation test
and functional safety assessment. In SEooC, these steps require establishing
validity of assumptions.

SOTIF process starts with functional and system specification, which in-
cludes functional description and considerations on system design and archi-
tecture. Then, potential hazardous events should be identified. If the harm is
possible for the identified potentially hazardous events, then analysis of their
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triggering events should be conducted. Functional modification is the next ac-
tivity for avoiding the hazards or for reducing the resulting risk. Next activities
are verification and validation strategy specification and then in verification
and validation activities arguments are provided to illustrate that the residual
risk is below acceptable level by testing on various known and unknown sce-
narios. Finally, evaluation on residual risk should be performed based on the
verification and validation results and specified criteria.
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Figure 8.4: Alignment of SOTIF activities to ISO 26262 activities and SEooC
(adapted from [33] and [6])

Based on the taxonomy and definitions related to driving automation sys-
tems for on-road motor vehicles performing part or the entire dynamic driving
task (DDT) on a sustained basis, there are six levels of driving automation.
SAE level 0 refers to no driving automation and SAE level 5 refers to full
driving automation [34]. These levels with description and example are shown
in Figure 8.5. Assessing human factor in driver-vehicle interface is not only
important on lower SAE levels, but also on higher levels because of the im-
portance of safe transition between automated and non-automated vehicle op-
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eration [35]. In order to improve safety, various scenarios of driver/vehicle
interaction should be considered.

Description Example

The driver controls the vehicle completely at all times and | Forward collision warning and blind spot
SAE Level 0 . : o
system provides only warning. monitoring
The driver controls the vehicle, but can choose an q .
SeELeell automation function under limited conditions. PEERIRR ERIER EHiE]
The driver controls the vehicle, but can use combined AR Clen Ealtil i ceml e
SAE Level 2 function automation of at least two control functions under P Y gt
limited conditions. g

The driver can transfer control of the vehicle to the system e T R ey Sl e @
SAE Level 3 under limited conditions, but should be available for 9 Y Sig

occasional transition.

SAE Level 4 The sys_te_m controls_ the vehicle u_nder limited cpndmons el Cress (5
and it is not required for the driver to be available.
SAE Level 5 It is not required for the drlyer t_o be avall_a_ble and system Driverless vehicle
controls the vehicle in all conditions.

Figure 8.5: SAE levels of driving automation

regain control with proper transition time

8.3 An Integrated Framework for Assessing Risk
of AR-equipped Socio-technical Systems

Our provided framework for assessing risk of AR-equipped socio-technical
systems is based on our previously proposed modeling extensions and the
Concerto-FLA analysis technique [13]. We name this framework FRAAR
(Framework for Risk Assessment in AR-equipped socio-technical systems).

Our previously proposed modeling extensions on SafeConcert was recalled
in Subsection 8.2.2. Concerto-FLA analysis technique [13] is also recalled in
Subsection 8.2.4. Essentially, the added value with respect to SafeConcert/
Concerto-FLA is the availability of modeling and analysis capabilities for mod-
eling and analyzing various socio aspects, AR-extended human functions and
AR-related influencing factors on human functions.

We use V-model structure to illustrate methodology of the provided frame-
work. Different steps of the methodology are shown in Figure 8.6.

As it is shown in Figure 8.6, there are four main steps.

In the first step, we need to answer to the question of what are the involved
entities in the system. Since we model the system as a component-based sys-
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tem, defining involved entities determines the composite components. In an
AR-equipped socio-technical system, involved entities include technical (in-
cluding AR) and socio entities.

In the second step, we need to identify important aspects of each entity.
These important aspects are used to determine sub-components of each com-
posite component. In this step, our proposed taxonomies and extended mod-
eling elements explained in Subsection 8.2.2 can be helpful to have a list of
important aspects. Based on scenario and the selected case study, required
sub-components can be selected. For example, paying attention can be con-
sidered as an important aspect of a human driving a car. Not paying attention
would lead to failure in deciding, which is a hazardous behavior that would
lead to system risk.

Third step is to model the behavior of each sub-component, which should
be done based on analysis of each sub-component individually. FPTC syntax
explained in Subsection 8.2.3, can be used for modeling the behavior of each
sub-component.

Finally, last step is analyzing system behavior, which provides system be-
havior based on the provided model. We do this step based on Concerto-FLA
analysis technique explained in Subsection 8.2.4.

Based on the analysis results there would be feedback for changing the
system design in order to decrease risk. This feedback can be suggestions for
safety requirements or functional modifications.

Modeling
Analyzing

Step 4: How is the
| system behavior based
system including [l on provided model?

technical (including AR) I

and socio entities? |
[N
I
Step 3: How is the
behavior of each
|

Step 1: What are the
involved entities of the What are the safety goals and safety requirements

based on analysis results?

System Level

| Analyze system
Involved entities are ) behavior
modeled as composite

N components

’ Step 2: What are

important aspects of
each entity?

aspect?

Important aspects are
modeled as sub-

each sub-component
(Analysis at component
level to model the
behavior)

components using
extended SafeConcert
L J

]
>
3]
)
=
=
()
=
o
a
£
o
o

! Analyze the behavior of'
1

Figure 8.6: Methodology of the provided framework for assessing risk of AR-
equipped socio-technical systems
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Proposed risk assessment activities support several ISO 26262 and SOTIF
development process activities, shown in Table 8.1. Defining involved entities
in step 1 and important aspects of each entity in step 2 supports Item definition
activity of ISO 26262 standard and functional and system specification of SO-
TIF standard. In step 1 and 2 of our proposed activities, components and sub-
components are defined, which can support provision of items and functional
specification. System model including all components and sub-components
support provision of system specification. Provided component-based model
in step 1 and 2 of our proposed framework can be used as work products ex-
pected by the standards.

Modeling important aspects of each entity, analyzing their behavior and an-
alyzing system behavior supports hazard analysis and risk assessment (HARA)
of ISO 26262 standard and SOTIF related hazard identification and risk eval-
uation and also identification and evaluation of triggering events of SOTIF
standard. In hazard analysis and risk assessment of ISO 26262, the aims are to
identify the hazards and formulating safety goals. Step 2, 3 and 4 of our pro-
posed activities support hazard identification by modeling failure propagation
and by providing analysis results of different scenarios. These results support
formulating safety goals to avoid unaccepted risks. In SOTIF related hazard
identification and risk evaluation, the aims are identifying and evaluating SO-
TIF related hazards and their consequences. Modeling and analyzing activities
in step 2, 3 and 4 provide the support for identification and evaluation of SOTIF
related hazards and their consequences. For example, failing to pay attention
leads to deciding incorrectly, which is a SOTIF related hazard and it leads to
executing incorrectly. The modeling elements, used in step 2 and 3, provide
the possibility to model and analyze paying attention, deciding and executing
functions. Analysis in step 4 also provides the consequences at system level.
Provided model in step two, three and analysis results in step four can be used
as work products expected by the standards.

Analyzing system behavior in step 4 also supports defining functional and
technical safety requirements, which are used in functional and technical safety
concept of ISO 26262 standard and it also supports functional modification to
reduce SOTIF risk of SOTIF standard. In addition, analysis results are based
on considering various scenarios, which support verification test in ISO 26262
and verification of the SOTIF. Required work products for verification test in
ISO 26262 and SOTIF standards can be prepared based on analysis results in
step four of our proposed framework.
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Table 8.1: Risk assessment activities of our provided framework and supported
ISO 26262 and SOTIF development process activities.
The proposed activity ISO 26262 activity | SOTIF activity

Defining involved entities and im-
portant aspects of each entity (Stepl | Item definition

Functional and system

and 2) specification

SOTIF related hazard
Defining important aspects of each identification and risk
entity, analyzing its behavior and | HARA evaluation and Identifi-
system behavior (Step2, 3 and 4) cation and evaluation of

triggering events
Functional safety | Functional modification to

Analyzing system behavior (Step 4)

concept reduce SOTIF risk
. . Technical safety | Functional modification to
Analyzing system behavior (Step 4) concept reduce SOTIF risk
Analyzing system behavior (Step 4) | Verification test Verification of the SOTIF

8.4 Case Study Design and Execution

In this section, we design a case study to present the modeling and analyzing
capabilities of the proposed framework that can be used to qualitatively analyze
the risks for AR-equipped socio-technical systems.

8.4.1 Objectives

Our objectives include presenting the modeling capabilities and analysis capa-
bilities of our proposed framework containing AR-related extensions. In other
words, we aim at estimating the effectiveness of the provided framework in
predicting risk caused by new AR-related dependability threats. In order to do
that, we use an industrial case study from automotive domain to evaluate the
proposed extensions. Analysis results can be used for defining related safety
requirements

8.4.2 Research Methodology

We use case study research methodology based on [36]. The steps carried
out for the presented research are presented in Figure 8.7. In the first step,
objectives and the structure of the research are discussed.

In the second step, we asked Xylon Company for a case study in the context
of augmented reality socio-technical systems. Surround view system as a case
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study was suggested by this company and a meeting was organized to decide
about the collaboration. We also discussed about system description.

In the third step, system architecture was provided based on information
provided by the company and it was reviewed in several iterations for improve-
ment.

In the fourth step, analysis of the case study was provided based on Concerto-
FLA analysis technique and it was reviewed in iterations for improvement.

In the fifth step, a discussion about results and lessons learnt was provided.
Then, the results are reviewed and a discussion about validity of the work is
provided.

Steps

1) | Objective definition:

e Discussion about objectives and how to structure the research

2) | Case study selection and description:
e Asking Xylon Company for a case study in the context of AR-equipped Socio-technical
system
e Proposing the Surround view system as a case study by Xylon Company
e Discussion about how to have collaboration

e Discussion about system description

3) | case study execution: (System modeling)
e Providing system architecture
e Review of the provided architecture and providing suggestions and comments for
improvement in iterations

4) | case study execution: (System analysis)
e Providing system analysis based on Concerto-FLA analysis technique
e Review of the analysis

5) | Results:
e Providing discussion about results

e Review of the results and discussing validity of the work

Figure 8.7: Steps taken for the carried out research
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8.4.3 Case Study Selection and Description

The case study is conducted in collaboration with Xylon, an electronic com-
pany providing intellectual property in the fields of embedded graphics, video,
image processing and networking.

In this study, we select as case study subject a socio-technical system con-
taining the following entities:

* Road transport organization (socio entity): representing the organization re-
sponsible for providing transport rules and regulations, proper road condi-
tions and etc.

* Driver (socio entity): representing a human who is expected to drive a vehi-
cle and park it safely by utilizing augmented reality technology used in the
surround view system of the vehicle.

* Vehicle (technical entity): representing vehicle containing surround view
system (a SEooC with the potential for using in vehicles with high levels
of driving automation. However, currently it is used at driving automation
level 0. It includes augmented reality technology to empower drivers).

Surround view systems are used to assist drivers to park more safely by pro-
viding a 3D video from the surrounding environment of the car. In Figure 8.8,
it is illustrated how the 3D video is shown to the driver. As it is shown in Fig-
ure 8.8, driver can have a top view of the car while driving. This top view is
obtained by compounding 4 views captured by 4 cameras mounted around the
car and by changing point of view. It is like there is a flying camera visualizing
vehicle’s surrounding, which is called virtual flying camera feature. A picture
of a virtual car is also augmented to the video to show the position of the car.
Navigation information and parking lines also can be annotated to the video by
visual AR technology. The current surround view system is a SEooC of driving
automation level 0. However, Xylon plan to develop automated driving system
features in higher levels for the future versions of the system.

Assumptions on the scope of the SEooC are:

* The system can be connected to the rest of the vehicle in order to obtain
speed information. In case of drawing parking path lines, steering wheel
angle and information from gearbox would also be obtained to determine
reverse driving.

Assumptions on functional requirements of the SEooC are:
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Figure 8.8: Sample images from 3D videos provided in surround view system

» The system is enabled either at low speed or it can be activated manually by
the driver.

* The system is disabled either when moving above some speed threshold or it
can be deactivated by driver.

Assumptions on the functional safety requirements allocated to the SEooC are:
* The system does not activate the function at high vehicle speed automatically.

* The system does not deactivate the functionality at low speed automatically.

8.4.4 Case Study Execution: System Modeling

This subsection reports on how we model the described system in Subsec-
tion 8.4.3 using our proposed framework.

Subsection 8.4.3 provides the required information for the first step of the
risk assessment process defined in Figure 8.6, which is identifying the entities
for defining composite components. Based on the selected case study explained
in Subsection 8.4.3, organization, driver and vehicle containing an automotive
surround view system are three composite components of this system. In this
subsection, we provide information for the second and third steps of risk as-
sessment process.

Important aspects of each entity are modeled as sub-components of each
composite component. For socio entities, the important aspects are selected
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from extended modeling elements explained in Subsection 8.2.2 and for ve-
hicle, which is a technical entity the important aspects are based on system
description.

* Important aspects of road transport organization (selected from Figure 8.2):
— Organization and regulation AR adoption: it refers to upgrading rules and
regulations of road transport organization based on AR technology.
— Condition: it refers to road condition.
— Monitoring and feedback: it refers to the monitoring task and feedback
provided by organization.
 Important aspects of driver (selected from Figure 8.1):
— Surround detecting: it is an AR-extended function, because driver can
detect surround environment through AR technology.

— Supported deciding: it is an AR-extended function, because driver can
decide with the support of AR technology.

— Executing: it is human executing function.

— Interactive experience: it is an AR-caused factor, because AR provides
interactive ways for enhancing user experience.

— Social presence: it is an AR-caused factor, because AR may decrease so-
cial presence and lead to human failure.

 Important aspects of vehicle containing surround view system (selected based
on system description received from Xylon Company):

A set of speed sensors: each sensor is a hardware for providing speed of
the vehicle based on its movement.

— A set of cameras: each camera is a hardware for providing raw data for a
video receiver. Usually there are four cameras that can be attached to four
sides of the car.

— Switch: switch is a hardware for receiving on/off command from driver.
It is also possible to send on/off command automatically based on driving
requirement.

— Peripheral controller: peripheral controller includes hardware and driver
for receiving user inputs such as on/off command and speed and for send-
ing them to user application implementation.
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— A set of video receivers: each video receiver includes a hardware and
a driver. Its hardware is used for transforming raw data to AXI-stream
based on the command from its driver implementation.

— Video storing unit: video storing unit includes a hardware and a driver. Its
hardware is used for receiving AXI-stream and storing it to the memory by
means of DDR memory controller based on the command received form
its driver.

— DDR controller: DDR controller is a hardware for accessing DDR mem-
ory, which stores video in DDR memory and provides general memory
access to all system IPs.

— Video processing IP: Video processing IP includes hardware and driver for
reading prepared data structures and video from memory, for processing
video accordingly and finally for storing the processed video to memory
through DDR controller. The prepared data is stored to memory by video
processing IP driver based on the data structures received from memory.

— Display controller: Display controller includes hardware and driver for
reading memory where processed video is stored and for converting it in
the format appropriate for driving displays.

— Processing unit: processing unit includes hardware and software, which
its software contains all the software and drivers of all other IPs. The soft-
ware also contains user application implementation and video processing
engine implementation. User application implementation receives inputs
from peripheral unit and controls operation of all IPs by means of their
software drivers. Video processing engine implementation prepares data
structures to be stored in DDR memory through DDR controller.

Figure 8.9 provides an overview of the integration of the human, organiza-
tion and some of vehicle important aspects.

In Figure 8.10, we show how this AR-equipped socio-technical system is
modeled using SafeConcert AR-extended modeling elements. Driver is com-
posed of five sub-components. Driver has four inputs and two of its inputs are
from system inputs with the names human detection input (HDI) and human
communication input (HCI). Two other inputs are from organization and sur-
round view system. We consider interactive experience and social presence as
two sub-components of human component, which are influencing factors on
human functions. Interactive experience affects on supported deciding and is
affected by surround detecting. Social presence affects on human executing.
Driver output, which is output of the system is human action shown by HA.
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Figure 8.9: Integration of the human, organization and vehicle effective aspects

Organization and regulation AR adoption, condition and monitoring and
feedback are three sub-components of organization composite component. Or-
ganization component receives input from system, which represents influences
from regulation authorities on the organization (REG).

Vehicle is also modeled with three inputs including user command shown
by CMD, vehicle movement shown by VMV and camera input shown by CAM.
Green color is used to show the extended modeling elements used in this sys-
tem.

8.4.5 Case Study Execution: System Analysis

This subsection reports on the analysis of the system using AR-related exten-
sions, which refers to the last step of the risk assessment process defined in
Figure 8.6. We follow the five steps of Concerto-FLA analysis technique ex-
plained in subsection 8.2.4 for system analysis.

1. First step is provided in Figure 8.10. We explained how the system is mod-
eled in Subsection 8.4.4.

2. Second step is shown by providing FPTC rules, which are used for linking
possible failure modes in the input of each component to the possible failure
modes in the output. “IP.variable > OP.variable” shows propagational be-
havior of the component, which means that any failure mode in its input is
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propagated to its output. FPTC rules of modeled sub-components are shown
in Figures 8.11-8.14. There is one box for each component. The left part of
the box shows the name of the component. The right part of the box shows
possible failure modes in the input (up left), possible failure modes in the
output (up right) and FPTC rules (bottom). Based on dependability-related
terminology in literature such as [21], [37] and [22], we consider omission,
commission, etc. as failure modes. However, these are named failures in
FPTC terminology.

In this paragraph, we explain how the possible failure modes at input and
output are identified/defined in Figures 8.11-8.14. For example, the camera
takes in input a raw image. Based on the definitions of failure modes in
Subsection 8.2.3, omission and valueSubtle are the possible failure modes
for the case of camera. The reason for having omission as a possible failure
mode at input is the possibility of an occlusion in front of the camera, which
prevents receiving raw image as input. The reason for having valueSubtle
as possible failure mode at input is the possibility of intervene, which leads
to receiving input not in the expected range. For example, when image is
blurred because of foggy weather. Possible failure modes at output can be
obtained by considering the possible input failure modes in the FPTC rules.
Defining the FPTC rules are explained in the next paragraph.

In this paragraph, we explain how the FPTC rules are defined in Figures 8.11-
8.14. FPTC rules show how the component behaves. For example, the
camera would not produce any failure, but if the input image is not in the
expected range, then the output would not be in the expected range either.
Moreover, if the input is not provided when expected, then the output would
not be provided when expected. Thus, the camera propagates possible in-
put failure modes to the output and it does not behave as source, sink and
transformational (explained in Subsection 8.2.3).

In scenarios, we may change some components’ failure behavior to source
based on assumptions related to that scenario. For example, if we assume
that an AR-related component is producing failure, then we need to change
its failure behavior to source and update its FPTC rules.

3. Third step is to consider failure modes in inputs of the system to calculate
failure propagation. In this case study, we inject noFailure to four inputs of
the system, because we aim at analyzing system for scenarios that failure is
originating from our modeled system and more specifically from our AR-
related part of the system.
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4. Fourth step is calculating the failure propagations. We consider three sce-
narios and show the analysis results in Figures 8.15 - 8.17.

5. Last step is back propagation of results. Interpretation of the back-propagated
results can be used to make decision about design change or defining safety
barrier, if it is required.

Scenario 1:

* Description of the scenario: In this scenario, we assume that failure in
the system is emanated from the technical part of the system. We assume
video processing IP produces processed video incorrectly. For example, we
assume that the expected visual mark for parking lot striping is assigned
on an incorrect position (value failure mode). As a consequence, the driver
cannot detect the surround environment correctly and decides and executes
incorrectly (value failure mode).

* Modeling failure behavior: We show the failure propagation with under-
lined FPTC rules, which are the rules that are activated, shown in Figure 8.15.
In this scenario, video processing IP behaves as source and while its inputs
are noFailure, it produces valueSubtle failure mode in its output. This acti-
vated rule is shown on its sub-component. DDR controller, display controller
and display sub-components behave as propagational and propagate value-
Subtle from inputs to outputs.

* Analysis of system behavior: ValueSubtle failure mode in IPS means that
displayed information on the display is not correct. ValueSubtle propagates
to surround detecting, interactive experience and supported deciding and it
transforms to valueCoarse in executing. The reason for this transformation
is that if there is value failure mode in executing function, it can be detected
by user, which means valueSubtle transforms to valueCoarse. We show the
failure propagation by blue color of the underlined FPTC rules.

¢ Interpreting the results: Based on back propagation of the results, we can
explain how the rules have been triggered. ValueCoarse on OP13 is because
of valueSubtle on IP12. ValueSubtle on IP12 is because of valueSubtle on
OP10 and we continue this back propagation to reach a component originat-
ing the failure, which is component with inputs IP31, IP32 and IP33. This
component is video processing IP.
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Name of the Possible failure modes at input Possible failure modes at output
PRSI FPTC rules
IP34: omission, valueSubtle OP34: omission, valueSubtle
Camera

Speed Sensor

Switch

Peripheral
Control

Peripheral
Control Driver
Imp

User
Application
Imp

Video Receiver
Driver Imp

Video
Processing
Engine Imp

Display
Controller
Driver Imp

Video Storing
Driver Imp

Video
Processing
IP Driver Imp

IP34.variable - OP34.variable;

IP1: omission, valueSubtle

IP1.variable - OP20.variable;

IP21: late, omission, commission

IP21.variable - OP21.variable;

IP20: late, omission, valueSubtle
IP22: late, omission, commission, valueSubtle

1P20.noFailure, IP22.noFailure - OP22.noFailure;
1P20.variable, IP22.noFailure > OP22.variable;
1P20.noFailure, IP22.variable -> OP22.variable;
1P20.variable, IP22.variable - OP22.variable;
1P20.wildcard, IP22.omission - OP22.omission;
1P20.omission, IP22.wildcard - OP22.omission;
1P20.late, IP22.commission - OP22.commission;
1P20.late, IP22.valueSubtle - OP22.valueSubtle;
1P20.valueSubtle, IP22.late - OP22.valueSubtle;

OP20:

OP21:

0OP22:

1P20.valueSubtle, IP22.commission -> OP22.valueSubtle;

omission, valueSubtle

late, commission, omission

late, omission, commission, valueSubtle

IP23: late, omission, commission, valueSubtle OP23: late, omission, commission, valueSubtle
IP23.variable - OP23.variable;

IP24: late, omission, commission, valueSubtle OP24: late, omission, commission, valueSubtle
IP24.variable -> OP24.variable;

IP25: late, omission, valueSubtle, commission OP25: late, omission, commission, valueSubtle
IP25.variable -> OP25.variable;

IP27: late, omission, valueSubtle OP27: late, omission, valueSubtle

P27 .variable - OP27.variable;

1P28: late, omission, valueSubtle, commission 0OP28: late, omission, commission, valueSubtle
1P28.variable - OP28.variable;

1P29: late, omission, valueSubtle, commission 0OP29: late, omission, commission, valueSubtle
1P29.variable -> OP29.variable;

IP26: late, omission, commission OP26: late, omission, commission, valueSubtle
IP30: late, omission, valueSubtle OP30: late, omission, valueSubtle

IP26.noFailure, IP30.noFailure - OP26.noFailure, OP30.noFailure;
IP26.variable, IP30.variable - OP26.variable, OP30.variable;

1P30.valueSubtle, IP26.late -> OP30.valueSubtle, OP26.late;

1P30.wildcard, IP26.omission - OP26.omission, OP30.omission;
1P30.omission, IP26.wildcard -> OP30.valueSubtle, OP26.valueSubtle;
1P30.late, IP26.commission => OP30.commission, OP26.valueSubtle;
1P30.valueSubtle, IP26.commission -> OP30.commission, OP26.valueSubtle;

Figure 8.11: Modeling failure behavior of components
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IP31: late, omission, valueSubtle

IP32: late, omission, valueSubtle OP33: late, omission, valueSubtle
IP33: late, omission, valueSubtle

IP31.noFailure, IP32.noFailure, IP33.noFailure - OP33.noFailure;
IP31.omission, IP32.wildcard, IP33.wildcard - OP33.omission;
IP31.wildcard, IP32.omission, IP33.wildcard - OP33.omission;
IP31.wildcard, IP32.wildcard, IP33.omission - OP33.omission;
IP31.late, IP32.noFailure, IP33.noFailure - OP33.late;

IP31.noFailure, IP32.late, IP33.noFailure - OP33.late;

IP31.noFailure, IP32.noFailure, IP33.late -> OP33.late;

IP31.value, IP32.noFailure, IP33.noFailure - OP33.valueSubtle;
IP31.noFailure, IP32.value, IP33.noFailure - OP33.valueSubtle;
IP31.noFailure, IP32.noFailure, IP33.valueSubtle -> OP33.valueSubtle;
IP31.late, IP32.valueSubtle, IP33.noFailure -> OP33.valueSubtle;
IP31.valueSubtle, IP32.late, IP33.noFailure -> OP33.valueSubtle;
IP31.noFailure, IP32.late, IP33.valueSubtle -> OP33.valueSubtle;
IP31.noFailure, IP32.valueSubtle, IP33.late -> OP33.valueSubtle;
IP31.valueSubtle, IP32.noFailure, IP33.1ate -> OP33.valueSubtle;
IP31.late, IP32.noFailure, IP33.valueSubtle -> OP33.valueSubtle;
IP31.late, IP32.late, IP33.late - OP33.late;

IP31.valueSubtle, IP32.valueSubtle, IP33.valueSubtle -> OP33.valueSubtle;
IP31.late, IP32.late, IP33.valueSubtle -> OP33.valueSubtle;
IP31.valueSubtle, IP32.late, IP33.late -> OP33.valueSubtle;

IP31.late, IP32.valueSubtle, IP33.late -> OP33.valueSubtle;
IP31.valueSubtle, IP32.late, IP33.valueSubtle -> OP33.valueSubtle;
IP31.valueSubtle, IP32.valueSubtle, IP33.late -> OP33.valueSubtle;
IP31.late, IP32.valueSubtle, IP33.valueSubtle - OP33.valueSubtle;

Video
Processing IP

IP35: late, omission, valueSubtle

IP36: late, omission, commission, valueSubtle
1P35.noFailure, IP36.noFailure - OP36.noFailure;
1P35.variable, IP36.noFailure - OP36.variable;
1P35.noFailure, IP36.variable > OP36.variable;
IP35.variable, IP36.variable - OP36.variable;
1P35.wildcard, IP36.omission - OP36.omission;
1P35.0mission, IP36.wildcard - OP36.omission;
1P35.late, IP36.commission - OP36.commission;
1P35.late, IP36.valueSubtle - OP36.valueSubtle;
IP35.valueSubtle, IP36.late - OP36.valueSubtle;
1P35.valueSubtle, IP36.commission - OP36.valueSubtle;

OP36: late, omission, valueSubtle, commission

Video Receiver

IP37: late, omission, commission, valueSubtle
1P38: late, omission, valueSubtle
IP38.noFailure, IP37.noFailure - OP38.noFailure;
IP38.variable, IP37.noFailure - OP38.variable;
IP38.noFailure, IP37.variable - OP38.variable;
Video Storing | IP38.variable, IP37.variable - OP38.variable;
Unit 1P38.wildcard, IP37.omission = OP38.omission;
1P38.omission, IP37.wildcard - OP38.omission;
1P38.late, IP37.commission = OP38.commission;
1P38.late, IP37.valueSubtle - OP38.valueSubtle;
1P38.valueSubtle, IP37.late = OP38.valueSubtle;
IP38.valueSubtle, IP37.commission - OP38.valueSubtle;

OP38: late, omission, valueSubtle, commission

IP39: Late, omission, valueSubtle OP39: late, omission, valueSubtle
IP40: late, omission, valueSubtle OPA40: late, omission, valueSubtle
IP41: late, omission, valueSubtle OP41: late, omission, valueSubtle
IP42: late, omission, valueSubtle OP42: late, omission, valueSubtle

DDR Controller
IP39.variable, IP40.wildcard, IP41.wildcard, IP42.wildcard -> OP39.variable;

IP39.wildcard, IP40.variable, IP41.wildcard, IP42.wildcard -> OP40.variable;
IP39.wildcard, IP40.wildcard, IP41.variable, IP42.wildcard -> OP41.variable;
IP39.wildcard, IP40.wildcard, IP41.wildcard, IP42.variable -> OP42.variable;

Figure 8.12: Modeling failure behavior of components(Cont.)
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IP43: late, omission, valueSubtle

IP44: late, omission, commission, valueSubtle Rt llteonissionuallesbHE

IP43.noFailure, IP44.noFailure - OP44.noFailure;
IP43.variable, IP44.noFailure > OP44.variable;
. IP43.noFailure, IP44.variable > OP44.variable;
Display IP43.variable, IP44.variable -> OP44.variable;

Controller | p43 wildcard, IP44.omission <> OP44.omission;
IP43.omission, IP44.wildcard - OP44.omission;
1P43.late, IP44.commission = OP44.commission;
IP43.1ate, IP44.valueSubtle - OP44.valueSubtle;
IP43.valueSubtle, IP44.late > OP44.valueSubtle;
IP43.valueSubtle, IP44.commission - OP44.valueSubtle;

IP45: late, omission, commission, valueSubtle OP45: late, omission, commission, valueSubtle
Display
IP45.variable - OP45.variable;
Org. and Reg. IP2: late, omission, valueSubtle, valueCoarse OP2: late, omission, valueSubtle, valueCoarse

AR Adoption | |p2 variable -> OP2.variable;

IP3: late, omission, valueSubtle, valueCoarse OP3: late, omission, valueSubtle, valueCoarse
Condition

IP3.variable - OP3.variable;
Monitoring IP4: late, omission, valueSubtle, valueCoarse OP4: late, omission, valueSubtle, valueCoarse

and Feedback | pg variable - OP4.variable;

IP5: late, omission, valueSubtle
IP6: late, omission, valueSubtle
IP7: omission, valueSubtle, late

OPE6: late, omission, valueSubtle
OP7: late, omission, valueSubtle

IP5.noFailure, IP6.noFailure, IP7.noFailure - OP6.noFailure, OP7.noFailure;
IP5.omission, IP6.wildcard, IP7.wildcard -> OP6.omission, OP7.omission;
IP5.wildcard, IP6.omission, IP7.wildcard -> OP6.omission, OP7.omission;
IP5.wildcard, IP6.wildcard, IP7.omission - OP6.omission, OP7.omission;

IP5.1ate, IP6.noFailure, IP7.noFailure - OP6.late, OP7.late;

IP5.noFailure, IP6.late, IP7.noFailure - OP6.late, OP7.late;

IP5.noFailure, IP6.noFailure, IP7.late - OP6.late, OP7.late;

IP5.valueSubtle, IP6.noFailure, IP7.noFailure - OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.valueSubtle, IP7.noFailure > OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.noFailure, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IP5.late, IP6.valueSubtle, IP7.noFailure - OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.late, IP7.noFailure - OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.late, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IP5.noFailure, IP6.valueSubtle, IP7.1ate - OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.noFailure, IP7.1ate - OP6.valueSubtle, OP7.valueSubtle;
IP5.late, IP6.noFailure, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IPS.late, IP6.late, IP7.late - OPG6.late, OP7.late;

IP5.valueSubtle, IP6.valueSubtle, IP7.valueSubtle - OP6.valueSubtle, OP7.valueSubtle;
IP5.1ate, IP6.late, IP7.valueSubtle > OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.late, IP7.late > OP6.valueSubtle, OP7.valueSubtle;

IP5.late, IP6.valueSubtle, IP7.late > OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.late, IP7.valueSubtle -> OP6.valueSubtle, OP7.valueSubtle;
IP5.valueSubtle, IP6.valueSubtle, IP7.late -> OP6.valueSubtle, OP7.valueSubtle;
IP5.late, IP6.valueSubtle, IP7.valueSubtle -> OP6.valueSubtle, OP7.valueSubtle;

Surround
Detecting

Interactive IP8: late, omission, valueSubtle OPS8: late, omission, valueSubtle

Experience | pg variable -> OP8.variable;

Figure 8.13: Modeling failure behavior of components(Cont.)
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IP9: late, omission, valueSubtle

IP10: late, omission, valueSubtle

IP9.noFailure, IP10.noFailure -> OP10.noFailure;

IP9.variable, IP10.noFailure - OP10.variable;

Supported IP9.noFailure, IP10.variable - OP10.variable;
Deciding IP9.variable, IP10.variable -> OP10.variable;

IP9.wildcard, IP10.omission = OP10.omission;

IP9.omission, IP10.wildcard - OP10.omission;

IP9.late, IP10.valueSubtle -> OP10.valueSubtle;

IP9.valueSubtle, IP10.late > OP10.valueSubtle;

OP10: late, omission, valueSubtle

IP11: late, omission, valueSubtle OP11: late, omission, valueSubtle
Social Presence
IP11.variable -> OP11.variable;

IP12: late, omission, valueSubtle

IP13: late, omission, valueSubtle

IP12.noFailure, IP13.noFailure - OP13.noFailure;
IP12.late, IP13.noFailure -> OP13.late;
IP12.noFailure, IP13.late -> OP13.late;

IP12.late, IP13.late > OP13.late;

Executing IP12.valueSubtle, IP13.noFailure - OP13.valueCoarse;
IP12.noFailure, IP13.valueSubtle -> OP13.valueCoarse;
IP12.valueSubtle, IP13.valueSubtlev - OP13.valueCoarse;
IP12.wildcard, IP13.omission > OP13.omission;
IP12.omission, IP13.wildcard - OP13.omission;

IP12.late, IP13.valueSubtle - OP13.valueCoarse;
IP12.valueSubtle, IP13.late - OP13.valueCoarse;

OP13: late, omission, valueCoarse

Figure 8.14: Modeling failure behavior of components(Cont.)
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AR-equipped Socio-technical System
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Organization
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| Monitoring and Feedback |

1P2.noFailure = OP2.noFailure

REG | P2

1P3]

0oP2

IP3.noFailure >

OP3.noFailure op3

1P4.noFailure = OP4.noFailure

Driver

[ Surround Detecting |

[ Interactive Experience |

IPS.valueSubtle,
1P6.noFailure,
IP7.noFailure >

1P8.valueSubtle >
OP8.valueSubtle

Supported Deciding
1P9.valueSubtle,
1P10.valueSubtle >

OP6.valueSubtle
OP7.valueSubtle

Social Presence i

0OP10.valueSubtle

Executing

<<FPTC fail
noFailure
(I—0]

<<FPTC failure>>

w%‘]

1P11.noFailure >
OP11.noFailure

1P12.valueSubtle, IP13.noFailure
> OP13.valueCoarse

or11  1P13

<<FPTC failure>>

noFailure

valueCoarse

Figure 8.15: Analyzing AR-equipped socio-technical system (Scenariol)
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The analysis results can be helpful in hazard identification and categoriza-
tion. Since the reason for system failure is a technical component, functional
safety is addressed by ISO 26262.

In this case, unintended displayed information is the identified hazard and
the reason is failure in video processing IP. System failure in this scenario
would lead to light accident and light injuries. The reason is that the speed is
not usually high while parking the car. Based on the explanation in Subsec-
tion 8.2.5 and Figure 8.3, severity in this case is S1. Class of exposure is E4,
because probability of exposure is more than 10%. It means that it is more
than 10 percent probable that a driver be exposed to parking situation while
driving a car. Finally, class of controllability is C1 or normally controllable.
It means that more than 90% of drivers can control this situation. Therefore,
ASIL level for this case is A, based on Figure 8.3. If we aim at overcoming
risks with ASIL level A, then we should define safety goal, functional and
technical safety requirements in order to overcome this risk. For example, for
this scenario safety goal, functional safety requirement and technical safety
requirement can be defined as follows to prevent failure in processing unit
IP:

— Safety goal: The driver shall be notified, if there is failure in processing.
— Safety requirement:

* Functional safety requirement: A monitoring component should be
used to check the processing actively.

+ Technical safety requirement: Monitoring function should check the
processing output every 10ms.

After interpreting the results and providing safety requirements, system de-
sign would be updated. Then, failure behavior can also be updated and failure
propagation analysis can be repeated for another iteration.

Scenario 2:

¢ Description of the scenario: In this scenario, we assume that the technical
part of the system works without failure, but driver doesn’t have interactive
experience. For example, it is the first time driver is working with systems
containing AR and he/she can not understand the meaning of AR notations.
Therefore, driver would decide and execute incorrectly.

* Modeling failure behavior: We show the failure propagation with under-
lined FPTC rules, which are the rules that are activated, shown in Figure 8.16.
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Surround view sub-components behave as propagational and propagate no-
Failure from inputs to outputs. Interactive experience behaves as source and
while its input is noFailure, it has omission failure mode in its output. This
activated rule is shown on this component.

* Analysis of system behavior: Omission failure mode in interactive experi-
ence transforms to valueSubtle in supported deciding, because lack of inter-
active experience causes wrong decision and in executing, it transforms to
valueCoarse. Similar to the first scenario, the reason for this transformation
is that if there is value failure mode in executing function, it can be detected
by user, which means valueSubtle transforms to valueCoarse.

* Interpreting the results: Based on back propagation of the results, we can
explain how the rules have been triggered. ValueCoarse on OP13 is because
of valueSubtle on IP12. ValueSubtle on IP12 is because of valueSubtle on
OP10 and we continue to IP8, which is related to interactive experience com-
ponent.

In this scenario, we considered failure in AR-related part of the system and
since it refers to limitation in intended functionality (SOTIF related hazards),
we do not determine ASIL level. If the expected severity and controllability
of the scenario is higher than SO and CO respectively, we need to consider
SOTIF safety process [38]. As we explained in the previous scenario, sever-
ity and controllability are higher than SO and CO. Lack of interactive expe-
rience leads to system failure and incorrect deciding is the identified hazard.
Safety goal and safety requirement can be defined as follows. Since the fail-
ure is not emanated from technical part of the system, we do not need to
specify technical safety requirement:

— Safety goal: Interactive experience shall be provided for the driver.

— Safety requirement: The Company should provide a training video for
all drivers at the first time of using the system.

After applying the requirements the behavior of this component would change
from source to other types and analysis can be repeated.

It is not possible to detect risk originated from failure in interactive expe-
rience, without using the proposed representation constructs, because using
these representation constructs or modeling elements provide the possibility
to analyze their failure propagation and provides the possibility to analyze
effect of these failures on system behavior. Then based on analysis results
decision about design change or fault mitigation mechanisms would be taken.
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Figure 8.16: Analyzing AR-equipped socio-technical system (Scenario2)
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Scenario 3:

* Description of the scenario: In this scenario, we assume that road transport
organization has not updated rules and regulations based on AR technology,
which is a limitation in intended functionality. For example, parking lot
striping is not updated to be used by AR applications and it affects on road
condition, but monitoring and feedback component detect this problem and
provide a feedback to driver. This feedback would be a visual text alarm
showing that there is a problem in AR information. Therefore, driver will
not depend on shown result and try to decide and execute correctly.

* Modeling failure behavior: We show the failure propagation with under-
lined FPTC rules, which are the rules that are activated, shown in Figure 8.17.
Similar to the previous scenario, surround view sub-components behave as
propagational and propagate noFailure from inputs to output. Organization
and regulation AR adoption behaves as source and while its input is noFail-
ure, it has omission failure mode in its output. This activated rule is shown
on this component. Monitoring and feedback component behaves as sink and
while its input is omission, it has noFailure in its output.

* Analysis of system behavior: Omission failure mode propagates from orga-
nization and regulation AR adoption to condition and monitoring and feed-
back. In monitoring and feedback it will transform to noFailure. Then,
noFailure is propagated from surround detecting to interactive experience,
supported deciding and executing.

* Interpreting the results: In this scenario, system output is provided without
failure. Thus, there is no hazard and no safety requirement is required.

8.4.6 Compliance with ISO 26262 and SOTIF

Based on the explanation in Subsection 8.2.5, the first step of ISO 26262 safety
process is item definition and the first step of SOTIF safety process is functional
and system specification. In Figure 8.10, we defined the components which are
used for modeling items, their interactions and dependencies. We also specified
system and functions through entities specification.

The second step of ISO 26262 is hazard analysis and risk assessment and
second step of SOTIF is SOTIF related hazard identification and risk evalua-
tion. Based on the interpreted results of each scenario, hazards are identified
(if there are) and categorized based on ASIL level, if they are emanated from
technical failures, otherwise they are evaluated qualitatively. If the hazard is
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Figure 8.17:

Analyzing AR-equipped socio-technical system (Scenario3)
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emanated from a technical fault, functional safety is addressed by ISO 26262,
otherwise it is addressed by SOTIF.

The third step of SOTIF is identification and evaluation of triggering events.
Sub-components in Figure 8.10 are the identified potential triggering events
and failure behavior of each of these sub-components in Figures 8.11-8.14 are
evaluation of the triggering events.

The third and fourth steps of ISO 26262 are functional and technical safety
concept and fourth step of SOTIF is functional modification to reduce SOTIF
risk. The aim in the two steps of ISO 26262 is to define functional and techni-
cal safety requirements. Defining functional and technical safety requirements
should be based on the analysis results as explained in the first scenario. Func-
tional modification is also provided based on the analysis results as explained
in the second scenario.

Finally, verification test of ISO 26262 and SOTIF includes considering sev-
eral scenarios and verifying system functioning. This step is supported by the
provided analysis results.

8.4.7 Lessons Learnt

In this subsection, we present the lessons learnt while conducting the case
study. As it is shown in the second and third scenarios in Subsection 8.4.5,
in an AR-equipped socio-technical system, there are system failures which are
not caused by technical entities of the system and new AR-related depend-
ability threats are the reason for these system failures. These new AR-caused
dependability threats are related to intended functionality of socio entities of
the system. Our proposed framework provides the required means to take into
account these new AR-related dependability threats. We can consider these
extensions from two perspectives:

* Augmented reality concepts coverage: from a coverage point of view, as
shown in Subsection 8.4.4, modeling capabilities obtained by our proposed
framework, allow architects and safety managers to model augmented real-
ity effects on socio-technical systems by using modeling elements related
to AR-extended human functions as well as modeling elements related to
AR-caused faults leading to human failures. For example, in the second
scenario, failure in interactive experience is considered as an AR-related de-
pendability threat and its modeling element provides representation mean for
taking into account AR effect as an AR-caused fault leading to human fail-
ures. In the third scenario, failure in updating rules and regulations based
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on AR technology is considered as AR-related dependability threat and its
modeling element provides representation mean for taking into account AR
effects. It is also shown in Subsection 8.4.5 that analysis capabilities allow
architects and safety managers to have at disposal means to reveal effect of
AR-related dependability threats on system behavior. It is done by analyz-
ing failure propagation that might be effective in emerging risks within an
AR-equipped socio-technical system.

» Expressiveness: Expressiveness refers to the power of a modeling language
to express or describe all things required for a given purpose [39]. Set of
symbols or possible statements that can be described by modeling languages
can be used for measuring expressiveness. Statement means “a syntactic
expression and its meaning”. As it is explained in Subsection 8.2.2, the
extensions on human modeling elements used to extend the modeling lan-
guage is based on an AR-extended human function taxonomy (AREXTax
[7]). This taxonomy is obtained by extracting human functions from about
six state-of-the-art human failure taxonomies (Norman [19], Reason [20],
Rasmussen [21], HFACS [22], SERA [18], Driving [23]). This taxonomy is
also extended based on various studies and experiments on augmented real-
ity. In addition, the extension for extending organization modeling elements
is based on a fault taxonomy (AREFTax [8]) containing AR-caused faults
leading to human failures. This taxonomy is gained by harmonizing about
five state-of-the-art fault taxonomies (Rasmussen [21], HFACS [22], SERA
[18], Driving [23] and SPAR-H [27]). The taxonomy is also extended based
on various studies and experiments on augmented reality. According to the
basis of the extensions and as it is also shown in Subsection 8.4.4, the ex-
tensions increase power of modeling language to express new AR-caused
risks.

We used Concerto-FLA analysis technique as the basis of the analysis in or-
der to disclose the advantages of the proposed AR-related extensions included
in our proposed framework at analysis level. Concerto-FLA uses FPTC syntax
for the modeling failure behavior of each component or sub-component, which
includes defining FPTC rules for a component/sub-component in isolation. It
is possible to define FPTC rules for the AR-extended modeling elements char-
acterizing their behavior. In addition, as known, modeling the failure behavior
can be challenging, because the number of FPTC rules grows exponentially
with the increase of the cardinality of the input ports. It is important to con-
sider possible failure modes for each input in a component/sub-component and
skip the others. It is not conspicuous in small and academic examples, but it is
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really challenging when we use an industrial case study.

8.5 Threats to Validity

In this section, we discuss threats to validity in relation to our research based
on best practices available in the scientific literature [36]. Validity of a study
denotes to what extent the results can be trusted.

External validity refers to possibility of generalizing the findings. We
provided a case study with three scenarios from automotive domain, but the
proposed framework is not limited to specific scenarios and specific domain
and the baseline for the included extensions, which are AREXTax and AREF-
Tax taxonomies are attained from taxonomies in various domains. Thus, there
is the possibility of generalizing the findings for automotive domain in general
and also for other domains.

Construct validity refers to the quality of choices and measurements. In
our case, we used SafeConcert, which is an accepted work, as the basis of our
work. Proposed extensions are also based on state-of-the-art taxonomies (Nor-
man [19], Reason [20], Rasmussen [21], HFACS [22], SERA [18], Driving
[23] and SPAR-H [27] taxonomies) and studies and experiments for the new
technologies. The modeling and analysis process is done based on standard-
ized process to increase the repeatability of the work. However, it can not be
guaranteed that different people have same answer using our proposed frame-
work, because it depends on the analyzer skills and ability for modeling and
analysis.

In this paper we used a realistic and sufficiently complex case at a level
that can be found in industry to verify our proposed framework including AR-
related extensions. Although we were not allowed to access confidential infor-
mation related to their customers, we have been able to model system architec-
ture and failure behavior of system components using SafeConcert metamodel,
its AR-extensions and FPTC rules.

In this case study, we illustrated the modeling and analysis capabilities of
our proposed framework including AR-related extensions through three dif-
ferent scenarios with different assumptions about the AR-related components’
failure behavior. We have not shown that the modeling elements are complete
for modeling all possible scenarios. Instead, we have focused on the provided
elements to check if they are able to capture new system failure behaviors.

The benefit of using our proposed extensions for a particular case depends
on the ability to choose the best elements and the ability to establish failure
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behavior of the component related to that element. Still, this case provides evi-
dence for the applicability and usefulness of our proposed framework. Further
investigations are required to provide more beneficial results on limitations of
modeling and analysis applications.

8.6 Discussion

Statistical information is used for determining exposure, severity and control-
lability of ASIL value of systems with SAE-levels 0-2. It would be possible
to use the same statistical information for determining exposure and severity
in AR-equipped systems with higher levels of automation, but controllability
is a factor, which is affected by augmented reality used in higher levels of au-
tomation. Thus, it is required to model system and include effect of augmented
reality on the model to be able to involve AR effect in specifying controllability
factor of ISO 26262. For providing automated driving safety, Responsibility
Sensitive Safety (RSS) standard [40] can be helpful. This standard provides
formalization for safe decisions by self-driving cars in cases where machine
learning mechanisms are used [41].

Surround view system can be mounted on vehicles with higher levels of
automation (for example level 1-3) alongside more advanced systems for pro-
viding driver assistance functionalities. In these cases, driver is not supervising
the car and controllability factor should be defined by modeling system as an
AR-equipped socio-technical system. In [32], a controllability classification is
proposed based on human takeover time and analysis of human driver mod-
els. The value of human action times, based on studies in literature, are used
for predicting mean takeover times. Since classification of controllability ac-
cording to ISO 26262 requires description of percentiles, normal distribution
is assumed for each action time. Normal distribution can be obtained by mean
value and its standard deviation. Based on the reaction times and distributions,
it is possible to calculate controllability of the situation. The proposed model-
ing extensions included in our proposed framework provide the possibility to
model effect of augmented reality on human and effect of augmented reality
on influencing factors on human functions. Thus, mean takeover time and as a
consequence controllability can be updated while using augmented reality by
using the proposed extensions on humans and influencing factors modeling.

The generated model using our proposed framework and analysis results
can be used to provide safety case for AR-equipped industrial products. Safety
case contains arguments based on evidences to demonstrate that the system is
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acceptably safe to work on a given environment. However, it is required to
provide also some documentation explaining the results and showing how the
safety requirements are achieved. Goal Structuring Notation (GSN) [42] can
be used for SOTIF argumentation [43].

Extended human modeling elements can be used for modeling integration
of human aspects with interactive systems in system testing. For example,
MIODMIT architecture [44] is a generic architecture for interactive systems.
As it is discussed in [45], human aspects should be considered and integrated
while testing. Using extended modeling elements for modeling different as-
pects of human as a user of an interactive system would be of value for the
system testing.

8.7 Related Work

A comparative study about architecture-based risk analysis techniques is pro-
vided in [46]. Specifically, in this work, authors compare: the modeling ca-
pabilities, process and tool support of various techniques. Traditional meth-
ods such as Fault Tree Analysis (FTA) [47] and Failure Modes and Effects
Analysis (FMEA) [48] are manual analysis techniques. In comparison, there
are also model-driven techniques, which provide the analysis results (semi-
)automatically based on the system architecture and annotated failure behavior
information. Model-driven techniques such as Failure Propagation and Trans-
formation Notation (FPTN) [49], FPTC, Hierarchically Performed Hazard Ori-
gin and Propagation Studies (HIP HOPS) [50] and techniques using Architec-
ture Analysis and Description Language (AADL) and its technical error annex
[51] are considered in this study. All these techniques consider risks emanated
from technical parts. Human and organization are not considered as part of the
system that would introduce risk.

A framework for construction safety management and visualization sys-
tem (SMVYS) is proposed in [52]. This framework includes a safety manage-
ment process, which includes planning, education and inspection phases. A
prototype system is also developed and tested. The results shown that this
framework improves risk identification and communication between managers
and workers in construction sites. Augmented reality is used for improving
the safety management process. In comparison to our work, in this paper the
proposed framework is specific to construction domain. AR is also used for
safety management process improvement, but it is not considered as part of the
system, which is going to be evaluated. Thus, risks emanated from AR and
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AR-related factors are not included in the process.

In risk analysis techniques for socio-technical systems, failures emanated
from human and organizational factors are also considered in addition to tech-
nical failures. Human failure taxonomies provide the possible human failures
while working in a socio-technical system. There are also taxonomies on orga-
nizational factors that provide the factors influencing human performance. In
[13], Concerto-FLA analysis technique is proposed based on SERA taxonomy
including human failures and organizational factors. Human reliability quan-
tification techniques can be used for quantifying human error probability and
providing quantitative risk assessment. Expert judgment and analysis of acci-
dent reports can be used for determining likelihood. However, error likelihood
estimation usually has low accuracy. We also do not aim at using quantitative
assessment, because based on SOTIF standard, SOTIF related hazards require
qualitative analysis.

A risk analysis technique for systems containing augmented reality, named
Safe-AR, is proposed in [53]. Safe-AR integrates failures of AR/user interface
at three levels: perception, comprehension and decision-making. Likely risks
and their severity are based on reports available in literature. The proposed
technique is shown on an AR left-turn assist app, which is an example from
automotive domain. Human functions and failure modes in this study are lim-
ited to the provided example and a generalization is required to be used for
other domains and more complicated case studies.

A framework for risk management in financial services is provided in [54].
The paper focuses on risk management from a human centered perspective. In
comparison to our work, this paper is specific to financial domain and it does
not provide a general framework. The proposed framework does not include
modeling and analysis constructs to be used for risk assessment. The required
activities in different steps for assessing risk are not defined specifically.

Human Functions in Safety (HFiS) framework is proposed in [55]. This
framework focuses on the role of human in system safety in socio-technical
systems. Organizational factors are also considered in this framework. The
output from applying the framework is a description of safety related activities
through human functions, organizational goals and contextual factors. It is
developed for railway context, but there are guidance for generic application
of HFiS. In comparison to our work, in this paper there is no consideration on
effects of new technologies such as augmented reality on human functions and
organizational factors.

In comparison to the above-mentioned works, our framework provides more
general risk assessment technique with the integration of risk emanated from
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human, organization and technology (augmented reality). In addition, effects
of augmented reality on human functions and organizational factors are consid-
ered in our framework. We highlight the features provided by our framework
and pre-existing related work in Figure 8.18.

FTA, FMEA,
FPTN, FPTC,|| SMVS ||Concerto-|| Safe-AR
AADL+ |framework| FLA
Error Annex
HIP HOPS

Consideration of technical risks \/ \/ \/ \/ | |
Consideration of risks emanated from [ , |
socio entities \/ \/ \/ | V |
Consideration of AR/user interface risks \/ | |

Consideration of risks emanated from
AR effects on different human functions

N

o

Consideration of risks emanated from AR
effects on different organizational factors

oA

Domain specific (proposed for specific
domain) \/ \/

/R

Figure 8.18: Comparative analysis summary

8.8 Conclusion and Future Work

In this paper, we provided a framework for assessing risk of AR-equipped
socio-technical systems. This framework provides the possibility to detect
faults and failures leading to system risk and provides the possibility to model
and analyze system behavior. In addition, we conducted a case study to illus-
trate how our proposed framework can be used for predicting risk caused by
new AR-related dependability threats. The predicted risk can then be used as
a basis for developing e.g., the safety concept in compliance with ISO 26262
and SOTTF related work products.

The framework includes extensions for modeling and analyzing AR effects
on human functioning and AR effects on faults leading to human failures. We
showed the analysis results by providing three scenarios. In two of the scenar-
ios, the failure was emanated from the AR-related faults. We provided failure
propagation manually and we showed that in some scenarios there would be no
failure in technical entities of the system, but risk would be identified caused
by non-technical AR-related faults. By implementing our proposed conceptual
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extensions for CHESS toolset, failure propagation calculation can be provided
automatically to be used for AR-equipped socio-technical systems.

Our proposed framework supports ISO 26262 and SOTIF development
process activities and can be used for providing expected work products by
these safety standards. In addition, we discussed that the modeling capabilities
within our proposed framework is helpful for determining ISO 26262 control-
lability. ISO 26262 controllability requires to be updated in order to be used
for AR-equipped socio-technical systems, especially in higher levels of driving
automation.

Further research is required to show the potential benefits of the proposed
framework. Specifically, we intend to conduct case studies where there are
scenarios with higher safety-criticality. In addition, having two or more teams
composed of three or four experienced analysts would help to have more ad-
vanced scenarios including more complicated propagation of failures. In fu-
ture, we also plan to evaluate a safety-critical socio-technical system within
the rail industry, the passing of a stop signal (signal passed at danger; SPAD)
[56], to verify if the results are transferable to the rail domain.
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Abstract

Augmented Reality technologies are becoming essential components in vari-
ous socio-technical systems. New kinds of risks, however, may emerge if the
concertation between AR, other technical components and socio-components
is not properly designed. To do that, it is necessary to extend techniques for
risk assessment to capture such new risks. This may require the extension of
modelling languages and analysis techniques. In the literature, modeling lan-
guages have been already extended by including specific language constructs
for socio aspects in relation to the AR-impact. No satisfying contribution is
available regarding analysis techniques. Hence, to contribute to filling the gap,
in this paper, we propose an extension of previously existing analysis tech-
niques. Specifically, we build on top of the synergy of qualitative and quanti-
tative dependability analysis techniques and we extend it with the capability of
benefiting from AR-related modelled aspects. In addition, we apply our pro-
posed extension to an illustrative example. Finally, we provide discussion and
sketch future work.
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9.1 Introduction

Analyzing Augmented Reality (AR)-equipped socio-technical systems requires
contemplating effect of various AR-related aspects on system behavior. Socio-
technical systems are systems including socio entities such as human and or-
ganization and technical entities [1] such as augmented reality. Augmented
reality technology is a technology that superimposes virtual content on the real
environment of the user [2]. Augmented reality affects on human performance
and it also affects on influencing factors on human performance. In order to au-
tomatize system analysis, model-based techniques [3] are used, which contain
modeling system architecture and system behavior.

In [4], an extension to the Architecture Analysis and Design Language
(AADL) [5] is proposed to enable modeling various types of faults and in-
tertwining them into the system model to be used for analysis. It contains lan-
guage extensions for modeling technical faults. In [6], a conceptual framework,
called WAx (Work-As-x) is presented for the analysis of cyber-socio-technical
systems. It contains concepts, and a language to develop information-driven
model for understanding system functioning. It encompasses effect of digital-
ization on systems and organizations.

In [7], human entity is modeled by characterizing its behavior through
human functions. In this study, effect of augmented reality on human func-
tions are also considered. Human functions are provided based on state-of-
the-art human failure taxonomies and they are extended by AR-extended hu-
man functions based on studies and experiments on AR. In [8], effect of aug-
mented reality on influencing factors on human functions are considered and
a taxonomy of faults leading to human failures based on state-of-the-art tax-
onomies are proposed. Then, this taxonomy is extended by considering AR-
related factors causing human failures based on studies and experiments on
augmented reality. SafeConcert metamodel [9], which is a metamodel for
modeling socio-technical systems is extended in [10] to enable modeling of
AR-equipped socio-technical systems. In [11], new concepts are proposed for
modeling effect of digitalization, globalization and networked structure of or-
ganizations while performing risk assessment in AR-equipped socio-technical
systems.

Currently, there is no analysis technique considering AR-related risks to
be used for analyzing AR-equipped socio-technical systems’ behavior. In this
paper, we aim at proposing an extension for a synergy of qualitative and quan-
titative dependability analysis technique. The extension is based on AR-related
modeling extensions and Concerto-FLA analysis plugin [1], which is Eclipse
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plugin for dependability analysis and risk assessment implemented in CHESS
project [12]. We use Concerto-FLA analysis technique, because it includes
constructs for including socio-technical systems’ concepts. We also use AR-
related modeling extensions to include AR-related concepts. Finally, we use a
monitoring system case study to illustrate our contributions.

The rest of the paper is organized as follows. In section 9.2, we provide
essential background information. In Section 9.3, we propose our extension on
synergy of qualitative and quantitative dependability analysis represented as an
extended process. In Section 9.4, we present the extension on a monitoring sys-
tem case study. In Section 9.5, we provide a discussion about the contribution
of our proposed extension. In Section 9.6, we provide related work. Finally,
in Section 9.7, we present some concluding remarks and describe the future
work.

9.2 Background

This section provides essential background information onto which our work
is based. First, the metamodel extensions for modeling AR-equipped socio-
technical systems are recalled. Then, toolchain for automated dependability
evaluation and a synergy of qualitative and quantitative dependability analy-
sis techniques are recalled. Finally, analyzing socio-technical systems is ex-
plained.

9.2.1 Metamodel extensions for AR-equipped Socio-technical
Systems

To capture AR-equipped socio-technical systems, constructs for modelling so-
cio and technical (including AR-specific aspects) entities are needed. In [1],
new constructs are proposed for modeling human and organization and their
related aspects. In [10], AR-related concepts in addition to various socio con-
cepts are considered and modeling elements related to these concepts catego-
rized into two types are proposed. First category is human modeling elements
for characterizing human functions (including AR-extended human functions)
and human internal states (including AR-related human internal states). Sec-
ond category is organization modeling elements characterizing external influ-
encing factors on human performance (including AR-related factors).

For example, modeling elements of paying attention, deciding, executing
and etc. are used for characterizing human functions. Modeling elements of
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human physical state, mental state, experience and etc. are used for characteriz-
ing human internal states. Modeling elements of environmental condition, time
pressure, supervision and etc. are used for characterizing external influencing
factors. Modeling element of surround detecting is an AR-extended modeling
element, which characterize AR-extended human function. The reason is that
using AR technology would help human to detect surrounding environment,
thus augmenting the human to an extended human.

9.2.2 Toolchain for Automated Dependability Evaluation

A toolchain is introduced in [13], to perform the dependability analysis auto-
matically. The toolchain contains five metamodels and four model-transforma-
tion algorithms. The relationship between five models (m1...m5) conforming
to these five metamodels and four model-transformations (t1...t4) are shown
in Figure 9.1.

Model of system
architecture

Model for system
architecture
annotated by

analysis results

Analysis-

Analysis results
dependent model y

L §
Execution by
analysis tool

Tool-dependent
model

Formalism-
dependent model

Figure 9.1: Relationship between models and transformations adapted from
[13]

e Metamodel 1: This metamodel contains constructs to model various con-
cepts of system architecture. The extended metamodel explained in Subsec-
tion 9.2.1 provides the constructs for preparing a model of system architec-
ture at this level.
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e Metamodel 2: This metamodel contains constructs for performing the in-
tended analysis. The model prepared at this level is analysis-dependent. For
example, in order to perform performance analysis, only information related
to performance are extracted from the system architecture and other details
are not considered.

* Metamodel 3: This metamodel contains constructs for implementing the
analysis model in a specific formalism. The model prepared at this level
is formalism-dependent. For example, Stochastic Petri Nets (SPNs) [14] or
Fault Tree [15] can be considered as formalisms for the analysis.

e Metamodel 4: This metamodel contains constructs for preparing the code
of the implementation by a specific tool. The model prepared at this level
is tool-dependent. For example, a file including header, variable definitions,
etc. that can be provided as input of a tool is a model at this level.

* Metamodel 5: This metamodel contains constructs for describing the results
provided by the analysis tool. For example, a text file conforming to standard
interchange formats such as XML can be considered as a model at this level.

¢ Model-transformation 1: This transformation extracts the information re-
quired for the intended analysis from the mass of information representing
the system architecture. It is applied to m1 to produce m2.

* Model-transformation 2: This transformation implements the analysis al-
gorithm using the intended formalism. It is applied to m2 to produce m3.

* Model-transformation 3: This transformation provides the implemented
code to be used as the input of the analysis tool. It is applied to m3 to
produce m4.

¢ Model-transformation 4: This transformation propagates the analysis re-
sults back into the system architecture. It uses m5 and ml to produce a
modified version of m1, which contains analysis results in addition to sys-
tem architecture.

This toolchain presents how the dependability analysis can be implemented
to perform the analysis automatically.



9.2 Background 229

9.2.3 Synergy of Qualitative and Quantitative Dependability
Analysis Techniques

A synergy of qualitative and quantitative dependability analysis techniques is
proposed in [16]. It contains State-based analysis and Failure Logic Analysis
(FLA). State-based analysis technique [17] is a quantitative technique, which
is implemented based on the toolchain explained in Subsection 9.2.2. FLA is
a qualitative analysis based on qualitative behavior of components and their
causes.

It is required to have information or assumptions about the system archi-
tecture to be used for modeling system architecture. Formalism used in state-
based analysis is Stochastic Petri Nets (SPNs) [14] with general probability
distributions. There are three types of behavior modeling used in these two
analysis techniques, which are simple stochastic behavior, error model and
Failure Logic Analysis (FLA) [16]. These three types of behavior modeling
are described in the following paragraphs.

Simple stochastic behavior uses probability distribution for specifying the
time to the occurrence of a failure and the time required to fix the component
after failure occurrence, if available. Possible failure modes and their probabil-
ities also can be provided. As it is shown in Figure 9.2, exponential distribution
with rate of 1.0e-6 per hour of operation is used for illustrating time to failure
of this hardware component. Possible failure modes in case of failure in the
output and their probabilities are shown in this example, which are omission
(means output is not provided when expected) with probability of 80% and
valueSubtle (means output is not in the expected range and it is not detected by
user) with probability of 20%.

Component 1 (Hardware)

failureOccurrence = exp(1.0E-6) outl
failureModesDistribution=omission : 0.8,
valueSubtle : 0.2

Figure 9.2: Modeling a hardware component with stochastic behavior [16]

Error model is defined by using a set of finite state machines modeling
internal faults, external faults and their probabilities. It also models transitions
between states. Error models are used when there are detail information about
the component’s failure behavior [16]. For example in Figure 9.3, a software
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is modeled by two error models modeling internal fault occurrence and effect
of external faults. In the top part of the picture, probability of occurrence of
internal fault is defined as exp(6.0E-6) and it would propagate to an undetected
error state leading to output failure mode omission with weight 0.8 or it would
propagate to an error state incorrect value with weight 0.2. In the bottom part
of the picture, omission external fault is considered propagated to undetected
error state leading to omission failure mode in the output.

Component 2 (Software)

<<InternalPr ion>>
ternalPropagatio <<errorState>>

Undetected

<<InternalPropagation>>
Weight=0.8

<<InternalFault>>

Occurrence=exp(6.0E<6)4

‘—i—‘ Choicel
<<InternalFault>>

<<Failure>>

Mode=[outl.omission] 4

healthy
<<InternalPropagation>>
Weight=0.2
<<errorState>>

<<InternalPropagation>> IncorrectValue

Component 2 (Software)

<<Failure>>

Mode=[outl.omission] 4

<<InternalPropagation>>

<<Failure>>

<<InternalPropagation>>
externalFaults=in1l.omission

healthy

<<errorState>>
Undetected

Figure 9.3: Modeling a software component with error models [16]

FLA behavior is defined by assigning possible failure modes in the input to
possible failure modes in the output. In this type of behavior modeling proba-
bilities are not considered. For example, in Figure 9.4, a software is modeled
by defining FLA behavior. In this example, there are two inputs (Inl, In2) and
two outputs (outl, out2) for the software component. NoFailure (normal be-
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havior) at input Inl and valueSubtle at input In2 will lead to valueSubtle at outl
and noFailure at out2. Relationship of other possible failure modes at inputs
and outputs are defined similarly.

Component 3 (Software)

‘ ‘ Inl.noFailure, In2.valueSubtle -> outl.valueSubtle, out2.noFailure;

‘ Inl.valueSubtle, In2.noFailure-> outl.noFailure, out2.valueSubtle; j outl
\Inl.valueSuthe, In2.valueSubtle-> outl.valueSubtle, out2.valueSubtle;

T

In1

In2 | out2

Figure 9.4: Modeling a software component with FLABehavior [16]

The following metrics can be measured by the quantitative analysis:

* Reliability: the probability that the system continuously remains in proper
state from the time O up to time t.

¢ Availability:

— Immediate: the probability that the system is in proper state at time t.

— In a time interval: the fraction of time that system is in proper state in a
given time interval.

* Probability of Failure on Demand (PFD): the probability that the system fails
to provide a requested service. It can be obtained by calculating 1 minus
immediate reliability.

9.2.4 Analyzing Socio-technical systems

Concerto-FLA analysis technique [1] is an extension of FLA qualitative tech-
nique. The extension includes capabilities for analyzing socio aspects. It is im-
plemented as plug-in within CHESS toolset [18] for developing high integrity
socio-technical systems. Model of the system architecture is used for running
the analysis and results are back propagated in order to support an iterative
and incremental system development [13]. Formalism used in Concerto-FLA
is based on fixed-point calculation used in FPTC technique [19]. In Concerto-
FLA analysis technique [1], FPTC rules are used.

FPTC rules are expressions for illustrating components’ behavior by relat-
ing input failure modes to output failure modes. Failure modes include early
(provided function early), late (provided function late), commission (provided
function at a time which is not expected), omission (not provided function at a
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time which is expected), valueSubtle (provided wrong value after computation
that user can not detect it) and valueCoarse (provided wrong value after com-
putation that user can detect it). Components’ behavior can be classified as the
following categories:

¢ Sink: when component detects failure in the input and corrects it in the out-
put.

» Propagational: when component propagates the same failure mode or normal
behavior in the input to the output.

* Transformational: when component transforms the failure mode in the input
to another failure mode in the output.

FPTC syntax for modeling failure behavior at component and connector
level is as follows:

behavior = expression+
expression = LHS ‘—’ RHS
LHS = portname*‘.” bL | portname
¢” bL (‘, portname ‘.’ bL) +
RHS = portname‘.” bR | portname
> bR (‘, portname °.” bR) +
failure = ‘early’ | ‘late’ | ‘commission’ | ‘omission’
‘valueSubtle’ | ‘valueCoarse’
bL = ‘wildcard’ | bR
bR = ‘noFailure’ | failure

NoFailure shows normal behavior. Wildcard on a specific input shows that
the output is provided regardless of the failure mode or normal behavior of this
specific input. For example, IP1.wildcard > OP1.noFailure is an example of
a FPTC rule which shows that regardless of the failure mode or normal be-
havior on the input port with the name IP1 the output on the port OP1 will be
provided with normal behavior. This shows the behavior of a component with
sink behavior.

9.3 Proposed Analysis Process

In this section, we propose an extension based on AR-related modeling ex-
tensions and Concerto-FLA analysis technique [1]. We build on top of the
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synergy of qualitative and quantitative analysis in [16]. We aim at extending
this synergy by incorporating socio-related and AR-related aspects explained
in Subsection 9.2.1. Our proposed analysis process is illustrated in Figure 9.5.

A) Modeling the System 8) Qualitative analysis

Concerto-FLA analysis ‘, TR o

L3 Lo = L

2.1- Define FPTC Rules for All Components
(Consider variou narios that failure is

Execute Concerto-FLA Annotated
Analysis Model + XML

Define Type of
Analysis

5 ——eb—

1- Define Components System model
and Sub-components  (soci elate
(Consider Socio aspectsand  mode!

AR effects) included)

C) Quantitative analysis
Error Model

=2
3.1- Create Error Models for the
Component

Type of Failure
Behavior Modeling

o fa—a—e
Execute Evaluation
Stochastic Behavior TR State-based Result
o g l 5] Analysis
LD B —

State-based analysis

SPEM 2.0 Elements

3.2- Define Stochastic Behavior
Activity ~ Automated Milestone
Task (Consi

Figure 9.5: The proposed extended analysis process

The added value with respect to the synergy of quantitative and qualitative
analysis is the possibility of analyzing various socio and AR-related aspects
and their effects on system behavior. AR-related metamodel extensions are
used in the system modeling by including AR-related modeling elements in
the system model. In case of using qualitative analysis, Concerto-FLA analy-
sis can be used for defining FPTC rules for AR-related components and auto-
mated analysis is used for obtaining the annotated model by analysis results.
In case of quantitative analysis, error model or stochastic behavior are used for
analyzing system behavior including AR-related effects.

Part A of Figure 9.5 contains the activity that should be done for preparing
the system model. This activity is defining components and sub-components.
Then, we need to decide about analysis type. If we need to do qualitative anal-
ysis, we perform the next activities based on Concerto-FLA analysis technique
(Part B), otherwise we perform based on State-based analysis technique (Part
O).

Based on Part B of the figure, FPTC rules should be defined for all compo-
nents. Then, Concerto-FLA analysis will be executed and model annotated by
analysis results will be provided.

Based on Part C of the figure, failure behavior modeling type should be
defined. If we want to use error model, then we need to create the error model
of the desired component. If we want to use stochastic behavior, then we should
define the related parameters. Next step is to execute the state-based analysis
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and to measure the evaluation result.

Result of the analysis can be used for hazard identification, defining safety
goals and safety requirements.

We explain the activities of all the steps in the following subsections and in
Table 9.1, we compare these steps of our proposed extended process with the
previous process in [16].

9.3.1 Define Components and Sub-components

Main entities incorporating in a system are considered as the main compo-
nents. It is important to consider socio entities, which are human and orga-
nization. Defining sub-components are based on important aspects of each
entity. In technical components, important aspects are defined based on tech-
nical description of the system. Human important aspects are defined based
on human functions and human internal states. Organization important aspects
are defined based on organizational important aspects. Human and organiza-
tion modeling elements introduced in the extended metamodel explained in
Subsection 9.2.1 are the modeling constructs that can be used for defining hu-
man and organization sub-components. For example, condition, environment
and any other influencing factor on human performance can be considered as
organizational important aspects. The extensions include AR-related aspects,
which should be considered in defining sub-components.

9.3.2 Define FPTC rules for All Components

This activity should be done based on the syntax explained in Subsection 9.2.4.
In order to define FPTC rules, each component/sub-component should be ana-
lyzed individually. We should define the possible failure modes at each of their
inputs and outputs for various scenarios. Then, FPTC rules can be used for
relating the failure modes at inputs to the failure modes at outputs. For exam-
ple, a camera would not receive the input (raw image) because of the obstacle
in front of it. Input failure mode in this example is omission as explained in
Subsection 9.2.4. Based on technical analysis of the camera, we would model
it as propagational (explained in Subsection 9.2.4). It means that the failure
mode in input propagates to the output port and it does not provide the output.
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9.3.3 Create Error Models for the Component

This activity should be done based on the syntax explained in Subsection 9.2.3.
In order to define error models, the intended component/sub-component should
be analyzed individually. State machine for each component including internal
and external faults and their probabilities should be defined for various scenar-
ios.

9.3.4 Define Stochastic Behavior Parameters

This activity should be done based on the syntax explained in Subsection 9.2.3.
In order to define stochastic behavior parameters, the intended component/sub-
component should be analyzed individually. Possible failure modes and their
probabilities should be defined for various scenarios.

Table 9.1: Comparison of our Proposed Extended Process with the Previous
Process in [16]

In the previous process in

Steps [16]

In our proposed extended process

Technical + socio + AR-related
components/sub-components are de-
fined.

Scenarios including failures emanated
from technical + socio + AR-related
components/sub-components are con-
sidered.

Define components
and sub-components

Technical components/sub-
components are defined.

Scenarios including failures
emanated from tech-
nical components/sub-
components are considered.

Define FPTC rules
for all components

Create error models
for the component

Scenarios including failures
emanated from  tech-
nical components/sub-
components are considered.

Scenarios including failures emanated
from technical + socio + AR-related
components/sub-components are con-
sidered.

Scenarios including failures

Scenarios including failures emanated

from technical + socio + AR-related
components/sub-components are con-
sidered.

emanated from tech-
nical components/sub-
components are considered.

Define stochastic be-
havior parameters

9.4 Case study

In this section, we design a case study with the objective of presenting the
analysis capabilities provided by the proposed process. First step is to model
the system, as shown in part A of the process. Then, Concerto-FLA analysis
can be used for qualitative analysis (Part B) and state-based analysis can be
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used for quantitative analysis (Part C). We consider an industrial monitoring
system introduced in [20]. We use this system as a case study for analyzing
AR-equipped socio-technical system.

The industrial monitoring system uses a sensor for receiving raw data. Raw
data is processed in server and it is organized to be represented to the user for
making decisions. AR can be used for providing graphical or textual instruc-
tions for solving a problem, configuring an equipment or maintenance activi-
ties. In this example, we consider using AR for providing visual alarm in case
of problem in a special equipment under control.

9.4.1 Modeling the System

This system includes technical and socio entities. Technical entity is the mon-
itoring system and socio entities are the user and organization. We model each
of these entities based on their description and based on their important aspects.

The technical components of this system are defined based on description
of monitoring system as follows:

* Sensor: it is a hardware component. It can be various sensors, for example
a camera receiving raw data of a specific equipment, which is considered for
monitoring.

* Server: it is a hardware component. It is a computer that contains processing
unit for processing the data.

* Processing unit: it is a software component. It processes the received data
from sensor and organizes it in a format to be used by the user.

* AR application interface: it is a hardware component. It is the interface
between the user and the server. It is an screen containing AR technology
notations.

The user can be characterized based on its important aspects, which are
human functions and human internal states. We use four following modeling
elements of the extended metamodel explained in Subsection 9.2.1.

* Directed paying attention: it refers to an AR-extended human function. It
models the function paying attention when it is directed to a specific position
by using AR technology. For example, in this case study, if there is some-
thing strange related to the equipment which is under monitoring, then AR
technology can be used for displaying a red circle around the strange area.
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Thus, the user attention will be directed to the position to make a decision to
prevent any probable risk.

 Training: it refers to training received by the human.
* Deciding: it refers to human deciding function.
* Executing: it refers to human executing function.

The organization can be modeled based on important organizational as-
pects. We use the following modeling elements of the extended metamodel
explained in Subsection 9.2.1.

* Condition: it refers to the condition of the organization where the monitor-
ing task is performed.

* Organization and regulation AR adoption: it refers to an AR-extended
aspect. It models the adoption process needed in the organization to be able
to use AR.

¢ AR guided task: it refers to the task that AR is used for guiding the human
to do that. For example, a task should be defined in an organization that in
case of special AR alarm the user should react.

Based on the described entities and their important aspects, we provided
the model shown in Figure 9.6. Sensor receives raw data (shown by RD in
Figure 9.6) and provides the output for processing unit. Data is processed in
processing unit and its output is shown in AR application interface to the user.
Organization and regulation AR adoption is influenced by regulation authori-
ties (REG) and it affects on AR guided task defined by organization. AR guided
task is also influenced by condition of the organization, which is influenced by
condition out of the organization (shown by CON). Output of monitoring sys-
tem which is a visual description on a screen influences on human directed
paying attention and output of the organization influences on training. Finally,
human deciding function is influenced by directed paying attention and train-
ing. Human executing function is influenced by human deciding function. Out-
put of the system, which is output of the human component is human function
(HF).
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Monitoring AR-equipped Socio-technical System

C1:Monitoring System C3:User
C1.2:Server C1.3:Application | C3.1:Directed Paying Attention |
7o) op
[ c11Sensor | [[€1.2.1:Proccesing Unit | AR Interface
RD | i1 oP1 op2 oP3

C3.3: C3.4:
Deciding Executing

C2:0Organization

- [[C2.1: Org. and Reg. AR Adoption | ope

C2.2:Condition

Figure 9.6: Modeling the system

9.4.2 Qualitative Analysis

As it is shown on part B of the Figure 9.5, in order to provide the qualita-
tive analysis, we need to define FPTC rules for all components. These rules
should be defined based on individual analysis of components and based on
the assumptions of various scenarios. For example, we provide the FPTC rules
for a specific scenario and we provide the system behavior based on failure
propagation.

* Definition of scenario: We assume that the equipment under monitoring is
in a situation that it can harm a person. The information is received by the
sensor and it is processed by the processing unit and a visual alarm is dis-
played on the AR display. However, we assume that there is a failure in
organization and regulation AR adoption. For example, organization should
update regulations in order to include AR related considerations and train-
ings. Since there is no rule defined in the organization, the required training
is not provided for the user. The user’s attention is directed to the alarm, but
the user does not take the correct decision and does not provide the required
execution function to prevent the harm.

Modeling of the failure behavior: In this scenario the organization and
regulation AR adoption is behaving as a source (source behavior is explained
in Subsection 9.2.4). The input of this component receives noFailure, but
in the output it provides valueSubtle. The reason is that organization has
not updated rules and regulations to adopt AR (valueSubtle) and the user
does not receive the required AR-related training (omission). Since the user
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does not receive the required AR-related training, the deciding component
provides valueSubtle failure mode in its output. Thus, the user does not
provide the required execution (omission). Monitoring system components
are behaving as propagational and propagate noFailure from input to output.

* Analyzing the system behavior: Analysis annotations are shown in Figure
9.7. ValueSubtle in OP4 means that the AR adoption in organization and
regulation is not performed correctly. ValueSubtle failure mode transforms to
omission in AR guided task and it propagates in training. Then, in deciding
it transforms to valueSubtle and in executing transforms to omission. The
failure propagation is shown by blue color.

Monitoring AR-equipped Socio-technical System

<<FPTC failure>>
noFailure

C1:Monitoring System C3:User |

C1.2:Server

C1.3:Application

[ cia:sensor |

[[c1.2.1:Proccesing Unit |

AR Interface

[ c3.1:Directed Paying Attention |
199
]9¢] IP9.noFailure -»OP9.noFailure

opg

RO| 1 |P1.noFailure > o°1 1P2.noFailure >

o2

IP3.noFailure ->

OPL.noFailure ‘' o5 0OP2.noFailure A op3.noFailure

C3.3:
Deciding
1P10.noFailure,
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C3.4:
Executing
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e OoP7.
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- OP7.omission

C3.2: Training

{ 11P8.omission-> OP8.omission[ }

1Pg

C2.2:Condition
IPS.noFailure -> OPS.noFailure

opg

<<FPTC failure>>
omission

<<FPTC failure>>
noFailure

Figure 9.7: Qualitative analysis of the system

¢ Interpreting the results: Based on the back propagation of the results, we
can explain how the rules have been triggered. Omission in HF is because of
valueSubtle in OP11. ValueSubtle in OP11 is because of omission in IP11
and we continue until IP4, which is input port of organization and regulation
AR adoption. Thus, this component caused the failure in the system output.
The identified hazard is as follows:

— Hazard: Lack of required AR training

The reason for this hazard is failure in organization and regulation AR adop-
tion. System failure in this scenario may lead to fatal injuries for people
around the intended equipment. Thus, safety goal should be defined to over-
come this risk. For example, for this scenario, safety goal can be defined as
follows:
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— Safety goal: The organization should update rules and regulations based
on AR and should provide the required AR training.

By using the qualitative analysis and by considering various possible sce-
narios, various safety goals can be defined. Based on safety goals, system
design can be updated and analysis of system behavior can be performed for
more iterations to reach the accepted level of safety.

9.4.3 Quantitative Analysis

Based on part C of the Figure 9.5, in order to provide the quantitative analysis,
we should model the failure behavior using error models or stochastic param-
eters. Similar to qualitative analysis these models should be defined based
on individual analysis of components and based on the assumptions of various
scenarios. For example, we provide stochastic behavior modeling for a specific
scenario and we provide the analysis result.

* Definition of scenario: Similarly, we assume that the equipment under mon-
itoring is in a situation that it can harm a person. The information should be
received by the sensor and it should be processed by the processing unit.
Then, a visual alarm should be illustrated through AR display and the user
should decide based on illustrated alarm and based on received training from
organization to execute a needed task preventing the risk.

* Modeling of the failure behavior: In this scenario, for each component
we consider possible failure modes and their probabilities as it is shown in
Figure 9.8. Probabilities can be defined based on previous accident reports
or based on expert opinion. For example, in this scenario, organization has
not updated rules and regulations based on AR technology. Thus, failure
probability in the Org. and Reg. AR adoption component is high (0.9).

* Analyzing the system behavior: In order to perform the analysis, we can
consider the hazard related to this scenario and calculate the intended mea-
sure or failure mode probability in system output. We consider the same
hazard as the one we considered in qualitative analysis, which is lack of
required AR training. In this case, we want to calculate the probability of
omission failure mode in system output. The result for this assumed sce-
nario is shown in Figure 9.8. Calculation is an automatic task, which can
be performed by running the analysis in the toolset. For example, failure in
output of executing function would be of type omission or valueSubtle. The
probability of omission failure mode is calculated based on the probability
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Figure 9.8: Quantitative analysis of the system

of executing function providing an omission failure mode while its input can
be different failure modes with different probabilities and all the possible
conditions should be considered in the calculation. In this example, proba-
bility of failure occurrence in system output (human function) is 0.9, which
shows that the reliability of the system from time O up to time 1000 hours is
around 1 — 0.900 = 0.100. The probability for omission failure mode will
be 0.9 * 0.9875 = 0.88875.

Interpreting the results: Based on the back propagation of the results, we
can explain how the hazard would happen and how much is the probability.
For example, in this scenario the probability of omission failure mode in
output is 0.88875 and the reason is high probability of failure in organization
and regulation AR adoption.

Similar to the previous scenario, safety goal can be defined in order to de-
crease the probability and prevent the risk. The probability can be helpful to
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decide if a special failure mode in the system output should be overcome or
it can be ignored due to low probability of its occurrence.

By using the quantitative analysis and by considering various possible sce-
narios, various safety goals can be defined. Based on safety goals, safety
requirements can be defined and system design can be updated. Then, anal-
ysis of system behavior can be performed for more iterations to reach the
accepted level of safety.

9.5 Discussion

As it is shown in the case study, there are human functions extended by aug-
mented reality (directed paying attention) and there are AR-related organiza-
tional factors (organization and regulation AR adoption and AR guided task).
Using modeling elements characterizing AR-extended human functions and
AR-related organizational factors in modeling and analyzing the system pro-
vides the possibility to include their effects on system behavior while perform-
ing the analysis. In the extended metamodel used in our process, there are
various modeling elements, which can be helpful in order to incorporate new
features of organizations and their effects on human. Globalization, digital-
ization and networking structure of organizations are also considered. There
are various factors leading to post normal accidents discussed in [21] and these
factors are included in the extensions as it is explained in [11]. For example,
industrial strategy is an organizational modeling element, which can be used
to incorporate effect of industrial strategy on system behavior. A failure in in-
dustrial strategy can influence on human performance and can lead to system
failure. Thus, it is important to model this factor in system modeling and it is
crucial to consider its effects on analysis while we analyze system behavior.

Similar to the modeling and analysis capabilities for components, modeling
and analysis constructs can be used for modeling and analysis of connections
between components. It is an important feature, because based on accident
reports there are a lot of situations that failure in the system is not caused
by failure in components, but it is caused by failure in connections between
components. It is important that we consider various scenarios including ones
which system failure is emanated from failures in connections between com-
ponents.

Analysis results can be used for preparing safety case and arguments to
show that a system is acceptably safe. It is required to have several analysis
iterations and brainstorm the possible scenarios and possible failures for all



9.6 Related Work 243

components, subcomponents and connections.

9.6 Related Work

In [22], a framework is proposed for integrated socio-technical enterprise mod-
elling. In this framework, social aspects in addition to technical aspects, inter-
nal and external aspects are considered. Eight constructs such as goal, struc-
ture, task, etc. are mapped to enterprise models such as goal model, organiza-
tional model and process model respectively. The framework is illustrated on
a case study from healthcare industry.

In [6], a framework is proposed for conducting the analysis of cyber-socio-
technical systems. Concepts and a language are developed to characterize vari-
eties of entities from a knowledge management perspective. Effects of modern
challenges of digitalization on organizations and systems in various domains
are included in the proposed framework.

Similarity of these studies with our work is consideration of social aspects
and their interactions between various entities. The difference is that we also
consider augmented reality effects on different socio aspects and its effects on
system behavior in general. We incorporate augmented reality effects in the
modeling and analysis process.

In [23], a literature review on various studies of risk management on socio-
technical systems with the existence of digital transformation is proposed. Var-
ious studies are identified and they are categorized based on the steps they have
considered for risk management and if human, organization and technology
are considered in these steps. The results show that the researches are increas-
ing on human and organization in addition to technology. However, in the
risk controlling step, approaches considering all dimensions of socio-technical
systems, are required. In our study, we considered all dimensions of socio-
technical systems in risk identification, calculation of failure propagation and
system behavior analysis. In addition, we considered effect of augmented real-
ity on various parts of socio-technical systems.

9.7 Conclusion
In this paper, we proposed an extension on the synergy of qualitative and quan-

titative dependability analysis techniques by incorporating AR and socio as-
pects. We presented this extension by an extended process. In the proposed
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extended process, we used extended metamodels for capturing AR-related as-
pects and considered their effects on system behavior. By implementing the
proposed process in the CHESS toolset, it is possible to automatically calcu-
late the failure propagation and failure mode probabilities for AR-equipped
socio-technical systems. We illustrated the proposed process for analysis on an
industrial monitoring system.

Further research is required to show the potential of the proposed process
in more complex case studies within different domains. In addition, we plan
to evaluate our proposed process by preparing a questionnaire and collecting
expert opinions.
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Abstract

One of the most important activities in the safety lifecycle of (socio-technical)
safety-critical systems is risk assessment. To facilitate this activity, various
techniques have been proposed for e.g., modeling and analyzing the behavior
and the interactions of safety-critical socio-technical entities. In addition, stan-
dards have been developed to collect best practices for conducting such activity.
What is still lacking is a comprehensive and systematic literature review (SLR)
characterizing works on risk assessment of safety-critical socio-technical sys-
tems based on the evolution of the conceptualization of socio-technical systems
including organizational and technological changes such as digitalization/glob-
alization, inclusion of augmented reality (AR), evolution of safety standards
and safety perspectives. Hence, to be able to investigate the current status
of the topic, in this paper, we undertake a SLR of primary studies reporting
techniques for risk assessment of safety-critical socio-technical systems. More
specifically, we identify and review the available risk assessment techniques
and we characterize and analyze them based on how they conceptualize tech-
nical and socio aspects, their orchestration, organizational and technological
changes effects, AR effects, risk assessment process, considering their safety
perspective, modeling formality, type of analysis, tool support, application do-
main and supported standards. Finally, we also provide our findings and pos-
sible future works based on the analysis of the primary studies, their potential
applications and their challenges.
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10.1 Introduction

Risk assessment is an essential part of the activities required during the safety
lifecycle of (socio-technical) safety-critical systems. Based on standard ISO
31000:2018 [1], which is a generic standard in risk management, the steps of
risk assessment are risk identification, risk analysis and risk evaluation. Socio-
technical systems are systems including technical and socio entities such as
human and organization [2]. Safety-critical systems are “’systems whose fail-
ure could result in loss of life, significant property damage, or damage to the
environment” [3]. In order to assess risk of safety-critical socio-technical sys-
tems, risk sources related to socio aspects and human machine teaming should
also be considered in addition to risk sources related to technical aspects. There
are various techniques for modeling the system entities and their interactions
and also for analyzing system behavior that can be used for risk assessment of
safety-critical socio-technical systems. However, to be effective, these tech-
niques shall evolve in alignment with the evolution of the conceptualization
of safety-critical socio-technical systems. Current socio-technical systems in-
clude organizational and technological changes which have the potential to
introduce new risk sources. Thus, it is essential to capture the adequate con-
ceptualization of socio-technical systems and embed such conceptualization
within modelling and analysis techniques.

Organizational changes such as globalization, digitalization and appear-
ance of organization networks, besides the provided progress, may lead to new
kinds of system risks. In [4], organizational changes over the last two to three
decades are discussed and, in [5], it is discussed that it is essential to address
new types of system risks due to the new organizational changes.

In addition, new technological changes such as using augmented reality
(AR) as human-machine interface and increasing automation, besides the pro-
vided improvements, may introduce new kinds of risks to the system. Chal-
lenges and risks of using AR in safety-critical applications are discussed in [6]
and a method for risk analysis of critical AR applications is proposed in [7].

Furthermore, standards, specifically safety standards and more broadly de-
pendability standards, have been developed to collect best practices for con-
ducting risk assessment. In this work we do not focus on a specific domain,
nevertheless we recall information about standards from the automotive do-
main to be used as an example.

There are various papers reviewing literature on the topic of risk assess-
ment of socio-technical systems considering different research questions. For
example, in [8], authors conduct a SLR and report about risk assessment meth-
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ods to find out the extent to which they support systems thinking. Based on
this SLR, the majority of methods exclusively focus on human error. Hence,
they only focus on the human entities of the socio-technical systems. In so
doing they do not consider safety as a system property. In [9], authors pro-
vide a scoping literature survey on applications of STAMP (System-Theoretic
Accident Model and Processes) [10] for analyzing socio-technical systems and
its associated techniques, STPA (System-Theoretic Process Analysis) [11] and
CAST (Causal Analysis based on System Theory). In this SLR features of
these methods, their methodological steps and their enrichments are presented.

What we still miss in the literature is a SLR based on the evolution of the
conceptualization of socio-technical systems which may include technological
changes such as AR, organizational changes such as digitalization/globaliza-
tion and by considering evolution of safety standards. It is crucial to investigate
the development of interpretation of risk assessment and socio-technical sys-
tems over time for characterizing technical, human and organizational aspects
and effects of new technological and organizational changes.

In this paper, we conduct a SLR based on development of current tech-
niques for risk assessment of safety-critical socio-technical systems and we
define our specific research questions. We undertake the SLR based on the
guidelines proposed by Kitchenham and Charters [12] and we aim at identi-
fying primary studies on risk assessment of safety-critical socio-technical sys-
tems, analyzing them and providing our interpretation on evolution of socio-
technical systems’ conceptualization. The purpose of our SLR is threefold:
first, to provide an overview regarding the evolution of research regarding risk
assessment of safety-critical socio-technical systems. Second, to provide a
summary of current techniques based on the evolution of socio-technical sys-
tems’ conceptualization. Third, to extract and report about their impacts and
challenges and provide research directions for future works based on the find-
ings.

The paper is organized as follows. In Section 10.2, we recall the back-
ground and discuss related work. In Section 10.3, we present the research
method. In Section 10.4, we report about the results of the SLR, which we
conducted. In Section 10.5, we discuss the results and threats to validity. In
Section 10.6, we draw our conclusion and we present potential future research
directions based on our findings.
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10.2 Background and Related Work

10.2.1 Risk Assessment of Safety-critical Socio-technical Sys-
tems - Basic Concepts

Based on standard ISO 31000:2018 [1], risk means “effect of uncertainty on
objectives” and effect is “deviation from the expected”. Risk is usually ex-
pressed in terms of risk sources, potential events, their consequences and their
likelihood”. Based on this standard, risk assessment contains risk identifica-
tion, risk analysis and risk evaluation. In risk identification, the objective is
to find, recognize and describe risks. In risk analysis the objective is to un-
derstand the nature of the risk, its characteristics and considering uncertainties,
risk sources, consequences, likelihood, events, scenarios, controls and their ef-
fectiveness. Finally, in risk evaluation, the objective is to support decisions
by comparing the risk analysis results with the criteria to determine required
actions. These steps are also included and refined in the domain-specific safety
standards. For example, ISO 26262 [13], which is the functional safety stan-
dard in the automotive domain, provides the set of activities that should be per-
formed during safety lifecycle. In this standard, risks emanated from technical
failures are addressed and, to be able to assess risk, ASILs (Automotive Safety
Integrity Levels) are determined. ASILs are determined based on severity, ex-
posure and controllability factors. The severity factor is determined based on
severity in case of hazard occurrence. The exposure factor is determined based
on probability of exposure with respect of operational situations. The con-
trollability factor is determined based on operator controllability. In addition,
safety goals are defined to prevent unreasonable risk. ISO 21448:2022 [14]
defined as SOTIF (Safety Of The Intended Functionality) addresses risks due
to hazards resulting from functional insufficiencies of the intended functional-
ity or its implementation. This standard considers risks emanated from non-
technical behaviors, such as operator’s incorrect deciding which would lead to
system risk. In this standard ASIL is not determined, however severity and
controllability are determined and qualitative analysis is used to define safety
measures to improve the SOTIF.

As explained in Section 10.1, socio-technical systems are systems includ-
ing technical and socio entities such as human and organization [2]. Thus, the
socio related risks and the risks related to socio and technical teaming are as
important as technical related risks to be considered in risk assessment pro-
cess. Safety-critical systems are “systems whose failure could result in loss of
life, significant property damage, or damage to the environment” [3]. Thus,
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it is highly important to perform the risk assessment in these systems accord-
ing to accepted safety standards. Regarding approaches and other practices
for performing risk assessment, it is worth to mention that a discussion about
the validity of basic approaches is ongoing since 2015. This discussion has
led to the introduction of specific labels, i.e., Safety I, Safety II, and Safety 111
to categorize different practices. A comparison between these labels or safety
perspectives is shown in Table 10.1. Safety I is defined by Erik Hollnagel as
the “condition where the number of adverse outcomes (e.g., accidents, inci-
dents and near misses) is as low as possible” [15]. Erik Hollnagel believes that
what is done in industry to prevent accidents is based on this definition. To
overcome the current limitations caused by increasing the complexity and de-
mands of new systems, he proposes Safety Il defined as the “condition where
the number of acceptable outcomes is as high as possible. It is the ability to
succeed under varying conditions” [15]. On the other hand, Nancy Leveson
disagrees about the existence of Safety I and she believes there is no unique
approach used in all industries. She believes Safety II is not effective and has
been used in the past. Accordingly, she proposes Safety III as the “freedom
from unacceptable losses as identified by the system stakeholders. The goal is
to eliminate, mitigate, or control hazards, which are the states that can lead to
these losses” [16]. In summary, based on [17], in Safety I there is special focus
on malfunctions or failures of specific components such as technical, human
and organizational components leading to system accidents or losses. The aim
is to identify and manage hazards and their consequences. In Safety 11, there
is special focus on human role and the aim is to ensure as many things as pos-
sible go right. In Safety I1I, there is special focus on interactions and the aim
is to control hazards leading to unacceptable losses by enforcing safety-related
constraints. Based on [16], Safety I is not reactive as described in [15] and the
reason is that everyone learns from accidents and use them for improving safety
and controlling system in the future. Thus, it contradicts with the definition of
reactive, which means acting in response to a situation rather than controlling
it. In [16] another safety perspective (safety engineering today) is also intro-
duced and it is discussed that what is done in safety engineering today is quite
different from safety I, safety Il and safety I1I. In safety engineering today, the
purpose is to identify the linear chain of events and there is special focus on
root cause of an accident, while in safety II1, linear causality is not assumed and
there is no root cause. It also discusses about safety II and explains that it is lin-
ear because of the existence of causality as a chain (sequence) of events while
each event is defined by a necessary and sufficient relationship with a preced-
ing event. In addition, it explains that safety Il mostly concentrates on human,
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while the system design seems to be ignored. In contrast, safety III is based
on System Theory and considers human as part of system containing technical
and other aspects. It also emphasizes on interactions between components that
would act as causes of hazards.

Table 10.1: Comparison between safety perspectives

Safety Type of assumed
Perspec- Definition Defined by Special focus on pe «
. cauality
tive
condition where the number malfunctions  or
Safety I of adverse outcomes is as | Erik Hollnagel failures of specific | Linear
low as possible components

condition where the number
Safety II of acceptable outcomes is as | Erik Hollnagel human role Linear
high as possible

freedom from unacceptable
Safety I1I losses as identified by the | Nancy Leveson interactions Non Linear
system stakeholders

freedom from unacceptable
losses as identified by the

Safety en-

arety stakeholders, but may be de- root cause of an ac- .
gineering . Nancy Leveson . Linear
today fined in terms of accept- cident

able risk or ALARP in some
fields

10.2.2 Related Work

A review of advances on the foundation of risk assessment and risk manage-
ment is performed in [18]. Based on this review risk assessment and risk man-
agement as a scientific field is not more than 30-40 years old, however, the con-
cept has been available since more than 2400 years. In this study, it is explained
that risk field is divided into two groups. The first group is populated by studies
on using “the risk assessment and risk management to study and treat the risk
of specific activities” and the second group is populated by studies on “generic
risk research and development related to concepts, theories, frameworks, ap-
proaches, principles, methods and models to understand, assess, characterize,
communicate and (in a wide sense) manage/govern risk”. Based on the review
provided in this study, it is required to develop more modeling and analyzing
techniques to be used for new types of systems such as critical infrastructures
and complex systems. In addition, this review points out that risks related to
socio aspects are still challenging and need more contributions.

A review of developments of hazard identification and accident investiga-
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tion methods is provided in [19]. As it is discussed in this study, human imagi-
nation and inventiveness are essential to incorporate various possible scenarios
in both hazard identification and accident investigation. It is more straightfor-
ward to consider accidents in order to identify hazards, since it is not possible
to have a complete prediction of what potentially can go wrong. Different acci-
dent investigation methods are reviewed and it is discussed that socio-technical
systems approaches consider the whole systems containing social factors, how-
ever the results are still dependent on experience, knowledge and effort of the
analyst.

A review and assessment of safety analysis methods is prepared in [20]
to be used for improving occupational safety in industry 4.0. A total of 47
essential methods in occupational health and safety (OHS) are reviewed and
based on this study, the previous literature are not able to deal with new sys-
tem properties introduced by industry 4.0. This paper presents key features
of Industry 4.0 as “interconnectivity, autonomous systems, automation in joint
human-agent activity and a shift in supervisory control”, which introduce new
challenges in system safety. It discusses that complexity-thinking methods are
beneficial for analysis of new complex systems. However, there is a need for
new methods integrating challenges.

A systematic literature review is provided in [21] on the state of the practice
in validation of model-based safety analysis for socio-technical systems (using
PRISMA protocol). The analysis in this study covers articles published in
period of ten years (2010-2019) in safety science journal. The results reveal
that 63% of the articles which propose a new safety model do not provide
validation and there is no increasing or decreasing trend in providing validation
during the years. There is also no correlation between validation and other
investigated variables such as safety concept, model type/approach, stage of
the system lifecycle, country of origin or industrial application domain. In
addition, in the remaining 37% of the articles, a variety of views on validation
is represented. For example, the identified categories are benchmark exercise,
peer review, reality check, quality assurance, validity text, statistical validation
and illustration, while it is discussed in this paper that these are not adequate
for validating a model comprehensively. It also discusses that lack of focus on
validation and using different terminologies referring to validation are common
in various industrial application domains. It is therefore suggested to have
increased attention to the meaning of validation in safety analysis context in
addition to developing a validation framework clarifying validation function(s).

A systematic literature review is provided in [22] on risk factors for human-
robot collaboration from system-wide perspective. It considers papers pub-
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lished in the years 2011 — 2021 and 32 papers are analyzed from which 254
risk factors (RFs) are identified. The RFs are classified to five classes and each
class contains at least two sub-classes. The identified classes are: 1) Human, 2)
Technology, 3) Collaborative workspace, 4) Enterprise, 5) External. 1t is dis-
cussed in this paper that the identified classes can be used as the fundamental
building blocks of a safety evaluation framework considering socio-technical
thinking.

These works consider various perspectives of risk assessment in socio-
technical systems and they concentrate on different defined research questions.
However, there is no systematic literature review (following a protocol) con-
sidering conceptualization of evolution of socio-technical systems in the risk
assessment process. Due to the broad effects of organizational and technologi-
cal changes in the recent socio-technical systems, it is essential to consider the
evolution in the modeling and analysis phases of risk assessment process to be
able to prevent new risks caused by these new changes. In this study, we define
our specific research questions concentrating on conceptualization of evolution
of socio-technical systems.

10.3 Research Method

This section describes our research method, which is based on the guidelines
for SLR proposed by Kitchenham and Charters [12]. Based on this guideline,
an SLR has three main phases, which are briefly recalled in what follows:

1. Planning the SLR: In this stage, a plan should be determined for the SLR.
This plan includes the following stages:

* Identifying the need for an SLR: In this stage, the reasons for the SLR
and its scope should be clarified.

 Specifying goal and research questions: In this stage, goal of the SLR and
research questions should be defined.

* Designing the SLR protocol: In this stage, the SLR protocol should be de-
veloped by defining search strategy, study selection criteria, study selec-
tion procedure, study quality assessment criteria. Search strategy defines
search terms and databases that can be used for searching the primary
studies. Study selection criteria determines which primary studies should
be included and which ones should be excluded. Study selection proce-
dure describes how to apply the study selection criteria. Finally, study
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quality assessment criteria provide more detailed inclusion/exclusion cri-
teria.

2. Conducting the SLR: In this stage, the SLR should be conducted based
on the planning. The tasks in this stage are data collection including re-
search identification, selection of primary studies, quality assessment and
data extraction.

3. Reporting the results of the SLR: In this stage, mechanisms should be
defined in order to illustrate results of the SLR and their analysis.

10.3.1 Planning the SLR

This subsection describes the execution of the recalled phases.

Identifying the Need for a SLR

The primary goal in risk assessment activities is to prevent unreasonable risk to
have an acceptable level of safety. Especially in safety-critical applications it
has high importance, because risks may lead to human loss or injury or can be
harmful for the environment. Since there is an increasing use of AR as human-
machine interface, it is really important to consider AR-related aspects of the
system during the risk assessment. In addition, as mentioned in Section 10.1,
new organizational changes may lead to new risks. Hence, it is essential to ad-
dress their effects on human performance and on influencing factors on human
performance during the risk assessment process. In order to investigate the de-
velopment of conceptualization of risk assessment in socio-technical systems,
a SLR can be of value. There are some techniques proposed to assess risk of
safety-critical socio-technical systems containing new technological and orga-
nizational changes. However, no SLR has been conducted to characterize these
techniques based on the evolution of the conceptualization of socio-technical
systems including organizational and technological changes such as digital-
ization/globalization, inclusion of augmented reality, and evolution of safety
standards. Thus, we identify the need to provide a SLR to enable characteriz-
ing the available techniques and to provide an overview regarding the evolution
of research in this context.

Scope: Based on the guideline proposed by Cooper [23], we determine
our focus, goal, representation perspective, coverage, organizing method, and
audience. Our focus is on the research outcomes of the available literature
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developing conceptualization of safety-critical socio-technical systems for be-
ing used in the risk assessment techniques. Our goal is to characterize (de-
scribe) available literature in this area based on our defined research questions
to be able to provide an overview regarding the evolution of the research in
risk assessment of safety-critical socio-technical systems. Our representation
perspective is neutral, meaning that we present evidence and argument repre-
sented by authors without accumulating and synthesizing our viewpoint in the
editorial process. We aim at implementing exhaustive coverage by defining an
inclusive review protocol. We organize the review historically, meaning that
we introduce the works in chronological order in which they emerge in the lit-
erature. Our audience are specialized scholars, practitioners, AR developers,
manufacturers of safety-critical systems and safety and reliability engineering
communities.

Specifying Goal and Research Questions

Goal: The goal in this SLR is to characterize the current state-of-the-art re-
garding risk assessment of safety-critical socio-technical systems based on the
evolution of the conceptualization of socio-technical systems. Assessing the
risk in safety-critical socio-technical systems requires characterizing socio as-
pects in addition to technical aspects and it is also important to consider new
risks/dependability threats and their interactions. There are different mod-
eling languages and techniques for modeling and analyzing system behavior
which provide different levels of automation. These languages and techniques
may be capable to be used in different domains or a specific domain. They
would support safety standards or do not provide any standard compliance
helpful for safety-critical applications. Various scenarios would be presented
to demonstrate modeling and analysis capabilities of the languages and tech-
niques. Thus, it is essential to consider languages and techniques used in the
literature to be able to illustrate their development over time and to be able to
understand the limitations and challenges.

Research Questions: By considering the goal of the SLR we formulate
the research questions as follows:

* RQ1: How interpretation/conceptualization of risk assessment and socio-
technical systems evolved over time? (Are there structured conceptualization
(there are concepts and well-formedness rules to relate concepts used for
characterization), potential for capturing (there are concepts which provides
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the potential for characterizing) or no characterization (there is no possibility
for characterizing)?)

— 1.1. How human aspects are characterized?

— 1.2. How organizational aspects are characterized?

1.3. How technical aspects are characterized?

1.4. How orchestration/concertation of socio and technical aspects is char-
acterized? (How the coordination and interactions between socio and tech-
nical aspects are characterized?)

1.5. How effects of organizational changes are characterized?

1.6. How effects of technological changes are characterized?

— 1.7. How effects of AR are characterized?

1.8. How risks and dependability threats are characterized?

1.9. Which steps of the risk assessment process are provided/developed?
(risk identification, risk analysis, risk evaluation (based on provided ex-
planation in Section 10.2))

— 1.10. Which safety perspective is supported? (safety I, safety II, safety III
or safety engineering today (based on Table 10.1))

* RQ2: What are the characteristics of the methods described in the primary
studies?

— 2.1. Which is the level of formality of the modeling used to model system
entities and their relationships? (Are there semi-formal (defined concepts,
formal syntax, but informal semantics), formal (well defined concepts,
formal syntax and formal semantics) or informal languages/notations (de-
fined concepts, but informal syntax and informal semantics)?)

— 2.2. Is the contribution related to extending concepts, syntax or semantics
of modeling languages or none of them?

— 2.3. Which are the techniques for analyzing system behavior? (Are they
qualitative/quantitative/both, linear/non-linear, forward looking (predic-
tive)/backward looking (investigative)?)

— 2.4. Which is the level of automation? (Is it tool-supported?)
¢ RQ3: What is the potential impact/applicability of the proposed methods?

— 3.1. What are the application domains? (Is it for specific domain or gen-
eral application?)
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— 3.2. What are the supported standards, if any? (Is there discussion about
any support for standards?)

— 3.3. What are the types of illustrative scenarios presented? (Are there
scenarios presented?)

* RQ4: What challenges are identified in the primary studies?

We define abbreviations for different possible options in relation to research
questions to be used for summarizing the extracted information from primary
studies, shown in Figure 10.1.

Designing the SLR Protocol

In this subsection, we present our plan for the SLR and design our SLR proto-
col.

Search Strategy: In order to identify possible primary studies, it is re-
quired to use specific terms and define search string. We use PICO (Popula-
tion, Intervention, Comparison, Qutcomes) criteria based on [24] to define the
search elements. Population might be a specific role or an application area
e.g. safety-critical socio-technical systems. Intervention is the methodology/-
tool/technology/procedure that addresses a specific issue. For example, in our
SLR, risk assessment, modeling technique, analysis technique can be consid-
ered as intervention. Comparison is the methodology/tool/technology/proce-
dure with which the intervention is being compared. For example, in our SLR,
safety standards can be used for comparing different techniques. Outcomes
refers to factors of importance to practitioners. For example, in our SLR, mod-
eling and analysis capabilities can be considered as outcomes. Based on PICO
criteria, factors of importance in our SLR are as follows:

* Population: safety-critical socio-technical systems

* Intervention: risk assessment, modeling technique, analysis technique
* Comparison: safety standards

* Outcomes: modeling and analysis capabilities

In addition to these factors of importance, we use synonyms of these terms
in the literature. Based on literature human-machine systems are synonym
for socio-technical systems. Thus, we consider “socio-technical systems” or
“human-machine systems” or “safety-critical socio-technical systems”. Based
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SC (structured conceptualization):

If there are concepts and well-
formedness rules to relate concepts
used for characterization.

PfC (Potential for Capturing):
If there are concepts which provides
the potential for characterizing.

NC (No Characterization):
If there is no possibility for
Characterizing.

Based on provided explanation for
each step (Risk Identification, Risk
Analysis, Risk Evaluation) in Section
10.2.

Safety I/Safety 11/

| RQ1: Cc lization of risk and socio-technical systems ‘
’ RQ1.1: Human characterization | SC/PfC/NC ‘
’ RQ1.2: Organization characterization | SC/PfC/NC ‘
’ RQ1.3: Technical aspects characterization | SC/PfC/NC ‘
’ RQ1.4: Socio-technical orchestration characterization | SC/PfC/NC ‘
’ RQ1.5: Organizational changes effects characterization | SC/PfC/NC |
‘ RQ1.6: Technological changes effects characterization | SC/PfC/NC |
’ RQ1.7: AR effects characterization | SC/PfC/NC ‘
’ RQ1.8: Risk/dependability characterization | SC/PfC/NC |
’ RQ1.9: Provided steps of risk assessment process | RI/RA/RE ‘

| |

’ RQ1.10: Safety perspective

Safety IIl/Set

Based on Table 10.1 (focus of each
perspective)

| RQ2: Characteristics of the methods

’ RQ2.1: Modeling formality

FM/SFM/IN

’ RQ2.2: Contribution context

Concepts/Syntax/
Semantics/None

’ RQ2.3: Type of analysis

Ql(Qualitative)/
Qn(Quantitaive)

FM (Formal Modeling):
Well defined concepts, syntax and
semantics.

SFM (Semi-Formal Modeling):
Defined concepts and syntax,
but lack of complete semantic.

IN (Informal Notations):
Defined concepts, but lack of
complete syntax and semantic.

’ RQ2.4: Type of analysis FL/BL

FL (Forward Looking):
. Provides predictions and focuses on

’ RQ2.5: Structured analysis process Yes/No future possible accidents,

’ RQ2.6: Tool support Yes/No BL (Backward Looking):
Focuses and investigates previous
accidents/experiences.

| RQ3: Potential impact/applicability of the methods ‘

’ RQ3.1: Application ’ General/Specific ‘ NM (Not Mentioned): It is not
mentioned in the paper, if there is any

’ RQ3.2: Potential for other applications ’ Yes/No ‘ support for standards or not.
M (Mentioned): It is mentioned in the

NM/M(standard

’ RQ3.3: Support for standards ’ /na(rsn:n ar ‘ } paper which standards would be
supported.

’ RQ3.4: Presence of scenarios ’ Yes/No ‘

| RQ4: Stated challenges

Challenges of the study which are
stated in the paper.

Figure 10.1: Defined abbreviations for possible options of extracted informa-
tion in relation to each research question
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on the literature, dependability analysis, safety analysis, hazard analysis and
HARA are the concepts related to risk assessment. We use these terms in
addition to risk assessment. Finally, we consider “standard” or “technique” or
“framework” or “method” in order to include safety standards and techniques
providing modeling and analysis capabilities. Thus, the search string would be
specified as follows:

* Search string: (’socio-technical systems” OR “human-machine systems”
OR 7safety-critical socio-technical systems”) AND ( risk assessment” OR
”dependability analysis” OR ”’safety analysis” OR “hazard analysis” OR
"HARA” ) AND ( ’standard” OR “’technique” OR “framework” OR method”

)

Study Selection Criteria: We select the following four databases:
* Science Direct

* Web of Science

* IEEE

* Scopus

Our selection is based on: 1) the database evaluation, which has been reported
in [25] and 2) systematic literature reviews best practices [26] regarding the us-
age of the evaluation results. In addition, we choose to discard Google Scholar
because, based on the evaluation reported in [25], it does not support many
aspects required for systematic searches (It fails to deliver replicable results
during certain periods. It does not support for boolean search functionality.
Its search precision has found to be significantly lower than 1% for systematic
searches. Its coverage and recall is not adequate to use it as principal search
system in systematic searches.).

We do not limit the search time-frame to have access to all results digitally
available related to the topic and to provide the evolution of it over time. We
define the inclusion and exclusion criteria as it is shown in Table 10.2.

Study Selection Procedure: In the study selection procedure, we apply
the search string to the databases and we identify the results. Then, we filter
the results by title screening and we remove duplicated papers, book chapters
and related works (related works are considered in the related work section).
After that, we remove improper studies by reading the abstracts, considering
inclusion and exclusion criteria and preparing a mind map for categorizing the
papers to identify the publications relevant to the focus of our SLR. Finally, a
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Table 10.2: Inclusion and exclusion criteria

Type Description
Inclusion] The primary study is about risk assessment/safety analysis/hazard
analysis of safety-critical socio-technical systems.
. The primary study is peer-reviewed article written in English related
Inclusion2 . . . .
to risk assessment of safety-critical socio-technical systems.
. The primary study provides contribution in development of conceptu-
Inclusion3 p y yPp P P

alization of risk assessment in safety-critical socio-technical systems.

The primary study focuses on aspects of safety-critical socio-technical
systems, but the aspects are different from risk assessment or safety
Exclusionl analysis, e.g., process design, execution, or does not present sufficient
details regarding risk assessment of safety-critical socio-technical sys-
tems.

The primary study is about risk assessment of systems other than
Exclusion2 safety-critical socio-technical systems. A system containing only
technical entities is an example.

Exclusion3 The text of the primary study is not accessible.

The primary study is not clearly related to at least one aspect of the

Exclusion4 : .
specified research questions.

Exclusion5 The primary study is secondary or tertiary study.

The primary study belongs to commercial, pure opinions, grey liter-
Exclusion6 ature with low or moderate credibility, books, tutorials, posters and
papers that did not undergo a peer-review process.

preliminary list of primary studies are prepared, which should be checked in
the quality assessment phase. In addition, inclusion and exclusion criteria are
considered while reading the papers completely. The search and selection pro-
cedure is done by first author and quality control is done by the second author.
The data extracted from the primary studies is based on the data extraction
criteria shown in Table 10.3.

Quality Assessment Criteria: For qualitative and quantitative assessment
of the studies, we develop a checklist based on [27] and [28]. The checklist
is shown in Table 10.4. As it is shown in this table, for each item there are
three options that one of them should be selected based on the answer to the
related question. For each paper sum of the scores of all answers should be ac-
cumulated. The accumulated scores of each paper are helpful to distinguish the
studies with higher quality. The list of papers selected after this phase should
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Table 10.3: Data extraction criteria
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Extracted Data Used for

Study title, year, type of venue Study overview
Interpretation/conceptualization of socio entities RQI.1 and RQ1.2
Interpretation/conceptualization of technical entities RQ1.3
Interpretation/conceptualization of socio and technical orchestration RQ1.4
ir}llt::l‘gztation/conceptualization of effects of organizational/technological RQI5 and RQ16
Interpretation/conceptualization of augmented reality RQ1.7
Interpretation/conceptualization of risk RQ1.8

Provided steps of risk assessment RQI1.9

Provided safety perspective RQI.10
Modeling formality RQ2.1
Contribution context RQ2.2

Analysis technique for analyzing system behavior RQ2.3

Tool support RQ2.4
Application domain RQ3.1

Supported standards RQ3.2

Presented illustrative scenarios RQ3.3
Challenges RQ4

be completely analyzed and final primary studies are selected from these pa-
pers by considering inclusion and exclusion criteria after reading the papers
completely.

10.3.2 Conducting the SLR

In this subsection, we provide the details regarding how we conduct the SLR.

Data Collection

We apply the SLR protocol described in subsection 10.3.1. In particular, we
applied the search string to the four selected databases explained in the study
selection criteria without limiting the dates of the publications. The search
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Table 10.4: Quality assessment criteria

Assessment Criteria Score | Description

0 No, the goal is not described.
QAL1: Does the study include a ©- the goatis ot deseribe

clear statement of the goal? 0.5 Partially. The goal is described but it is unclear.

1 Yes, the goal is described well and clear.
QA2: Ts there clear statement of 0 No, Aﬁndmg‘s al;e not dISC‘USSCd,
findings? 0.5 Partially. Findings are discussed, but not completely and clearly.
1 Yes, the findings are well discussed.
QA3: Is there an adequate 0 No, context of research is not described.
description of the context in which | 0.5 Partially. Context of research is described partially.
the research was carried out? 1 Yes, context of research is described well.
QA4: Does the study provides 0 No, no improvement is provided.
improvement towards risk Partially. The study provides improvements, but it is partially towards
assessment of safety-critical 0.5

risk assessment of safety-critical socio-technical systems.
Yes, improvement towards risk assessment of safety-critical socio-
technical systems is provided.

socio-technical systems?

. 0 No, the results are not in accordance with the goal of the study.
QAS: Are the results in accordance . . . .
with the goal of the study? 05 Partially. The results are partially in accordance with the goal of the
: study.
1 Yes, the results are in accordance with the goal of the study.
0 No, the research ss is not d ted.
QAG: Is the research process 0. . e research process is nof ‘ocumen e
documented adequately? 0.5 Partially. The research process is documented but not adequately.
1 Yes, the research process is documented adequately.
0 No, assumptions and limitations are not explained.

A7: Are the assumptions and
Q P Partially. Assumptions and limitations are explained but not clearly and

limitations explained well? 0.5
completely.
1 Yes, assumptions and limitations are explained well.
QAB: Is the link between data, 0 No, there is no link between data, interpretation and conclusions.
interpretation and conclusions Partially. There is link between data, interpretation and conclusion (or
clearly shown? 0.5

partly), but it is not shown clearly.
Yes, the link between data, interpretation and conclusion is shown
clearly.

is performed between January 24 to February 11, 2022. We obtained 1752
results from which 1491, 46, 13 and 202 are obtained from Science Direct,
Web of Service, IEEE, and Scopus respectively, as it is shown in Figure 10.2.
Then, we performed the title screening and we removed the papers which were
duplicated, book chapters and related work papers. Related work papers are
analyzed in the related work section. In the title screening, we considered
inclusion and exclusion criteria, which are defined in Subsection 10.3.1. After
this step we gained 352 results.

It was not straightforward to include/exclude papers based on their abstract
and in order to be able to identify primary studies in relation to the focus of our
SLR, we needed to reach an enhanced understanding of the papers. Thus, while
we performed the abstract screening, we prepared a mind map to group the
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Literature search

Searched databases:
e Science Direct

e Web of Science
e |EEE

e Scopus

1752 results identified
L,

from databases

Identified papers in each
database:

e Science Direct: 1491
e Web of Science: 46
e |EEE: 13

e Scopus: 202

352 records after title
screening (using
inclusion/exclusion
criteria) and
eliminating duplicates

>

Related works, book chapters
and repeated papers are
eliminated at this step (Related
works are analyzed in the
related work section)

30 records after abstract
screening (using
inclusion/exclusion
criteria) and categorizing

A mind map is created at this
step to categorize the 352
papers and to provide enhanced

—® understanding to be able to

reach 30 papers (these 30
papers are then analyzed
completely)

19 records after reading
papers completely (using
inclusion/exclusion
criteria)

These papers are obtained by
applying quality grading, reading
full text using inclusion/
exclusion criteria (the
summaries of these studies are
provided)

Figure 10.2: Process for papers selection
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papers into categories/subcategories. Then, we identified the relevant studies
based on the categorization and the inclusion/exclusion criteria.

We defined five main categories for the papers which are shown in Fig-
ure 10.3. The first category includes papers which propose a method/frame-
work/technique/model/approach for risk assessment or for contributing to risk
assessment of safety-critical socio-technical systems, shown by C1. The sec-
ond category includes papers which apply one or more methods of risk as-
sessment or contributing to risk assessment of socio-technical systems, shown
by C2. The third category includes papers surveying, comparing, evaluating
or discussing some methods or viewpoints of risk assessment or contributing
to risk assessment of socio-technical systems, shown by C3. The fourth cat-
egory includes papers providing challenges of using specific methods of risk
assessment or contributing to risk assessment of socio-technical systems or
challenges of risk assessment in specific applications, shown by C4. Finally,
the last category includes the papers on developing tool for a method for risk
assessment or for contributing to risk assessment of socio-technical systems,
shown by CS5.

Category 1 (C1) ™
Papers proposing a /Risk Assessment of Category 5 (C5)
method/framework/ — Safety Critical Socio- Papers
technique/model/ \\technical Systems / developing tool
approach —_
Category 3 (C3) Category 4 (C4)
Category 2 (C2) Papers surveying/ Papers providing
Papers applying one comparing/evaluating/ challenges of specific
or more methods discussing some methods or/and specific
methods/viewpoints applications

Figure 10.3: Proposed high-level categorization for the identified papers

Most of the studies are assigned to C1 (as we expect, because we did a
title screening before this step). We divide this category into four subcat-
egories shown in Figure 10.4. The first subcategory includes papers incor-
porating STAMP (Systems-Theoretic Accident Model and Processes)[10] or
STPA (Systems-Theoretic Process Analysis) method [11]. The second subcat-
egory includes papers incorporating FRAM (Functional Resonance Analysis
Method) [29] or safety II [30]. The third subcategory includes papers incor-
porating Probabilistic Risk Assessment (PRA) or Bayesian Networks (BNs).
Finally, the forth subcategory includes papers not incorporating any of the men-
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tioned techniques.
Category C1-4 is also divided to five subcategories which are shown in
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Figure 10.4. In the following paragraphs, we explain about STAMP, STPA,
FRAM, Safety II, PRA and BNs briefly and we provide an example.

Category 1 (C1)
Papers proposing a
method/framework/
technique/model/
approach
I
I I l I
. . C1-3: Papers
|(rii;)1rp2i‘:te|r:$g i(riiozr'pz?:;r:sg incorporating C1-4: Other
STAMP/STPA | | FRAM/ Safety 1l | | PRA/ Bayesian papers
Networks
|
C1-4-1: Papers C1-4-2: Papers C.1_4_3: Papers C1-4-4: Papers
p . incorporating . . C1-4-5: Other
for a specific with focus on ) incorporating
application modeling various other fuzzy logic papers
techniques

Figure 10.4: Subcategories of the Category 1

STAMP [10] is an accident model proposed to capture dynamic complexity
and non-linear interactions leading to accidents. Based on this model, STPA
hazard analysis technique [11] is proposed. In this technique a set of scenarios
leading to hazards due to unsafe and unintended interactions among system
components is created. More specifically, in this technique hazards are iden-
tified and based on the hazards system safety constraints and control structure
are defined. Control structure contains system components and paths of con-
trol and feedback. In order to provide the analysis, contribution of each control
action to hazards is assessed.

FRAM [29] is an analysis method proposed to model the functions that are
required to succeed. Based on this method, system functions should be identi-
fied and described. Potential variability and possible actual variabilities of the
functions should be characterized in one or more instances of the model. Func-
tional resonance should be defined based on dependencies among functions
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and based on potential for functional variability. Finally, ways to monitor the
development of resonance should be identified. Based on Safety II perspective
[30], the purpose is to increase the number of acceptable outcomes as high as
possible under varying conditions.

PRA-based techniques are techniques using probability for assessing risk.
BNs are probabilistic graphical models for representing uncertain knowledge
using nodes and edges for modeling random variables and conditional proba-
bilities of the corresponding random variable.

As an example of papers assigned to the first subcategory, in [31], a method-
ology with the name RiskSOAP is proposed for risk situational awareness pro-
vision in road tunnel safety. STPA is used for selecting the elements and their
characteristics in the system design specifications. This methodology repre-
sents the tunnel status in terms of its self-awareness about its vulnerabilities
and threats and it supports designers and engineers to enhance the system based
on the risk situational awareness. RiskSOAP is applied to a specific road tunnel
in Greece to test the soundness and applicability of the methodology.

Using the paper categorization and by considering inclusion/exclusion cri-
teria, we obtained 30 results to be analyzed completely. We read the full text
of 30 papers by considering inclusion/exclusion criteria and we applied the
quality criteria. We selected papers with at least 7 score in the quality criteria.
As a result 19 papers were selected. The quality grading for the selected pa-
pers is presented in Table 10.5 using the quality assessment criteria defined in
Table 10.4.

Data Extraction

The study overview of the identified 19 primary studies are presented in Ta-
ble 10.6. We used Excel spreadsheets for analyzing the identified papers. In
the next section, we explain about the results of our SLR in relation to the
defined research questions.

10.4 Results and Analysis

In this section, we present and discuss the results and the analysis of the pri-
mary studies. The summary of each of the selected primary studies is con-
ceived in a structured manner and contains the essential information in relation
to the research questions. Finally, we provide tables summarizing the findings
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Table 10.5: Quality grading of the primary studies using Table 10.4

ID QA1 QA2 QA3 QA4 QAS QA6 QA7 QA8 Score
1 0.5 0.5
1 1 1

0.5 0.5
0.5 0.5
1
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related to research questions shown in Tables 10.7 - 10.11.

In [32], the author proposes a methodological framework called Human
Error Risk Management for Engineering Systems (HERMES). The framework
contains a roadmap (for human factor approaches and methods for specific
problems) and a body of possible techniques to deal with essential issues of
modern human risk assessment. The first step is to choose a theoretical plat-
form for both retrospective (backward looking) and prospective (forward look-
ing) analysis. In order to do that models for human behavior, systems and for
HMI (Human Machine Interface) should be defined. Typical data and param-
eters of the system are derived by evaluating the socio-technical context using
ethnographic study (empirical methods such as simulators, interviews, ques-
tionnaires, etc.) and cognitive task analysis (theoretical evaluation of work
processes). In retrospective analysis, past events are investigated to identify
causes of accidents. The analysis results provide additional insights to be used
for prospective study. For a complete prospective study the unwanted conse-
quences and hazards can be evaluated by applying a quantitative risk assess-
ment technique. This framework offers Reference Model of Cognition (RMC)
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Table 10.6: Selected primary studies

D Title Year | Type
Human error risk management for engineering systems: a

[32] | methodology for design, safety assessment, accident investiga- | 2004 | Journal
tion and training

(33] Humar.l and organisational factors in the operational phase of 2010 | Journal
safety instrumented systems: A new approach

[34] | Modelling and analysis of socio-technical system of systems 2010 | Conference

35] MMOSAfa new approach of the human and organizational fac- 2014 | Journal
tor analysis in PSA
Modeling a global software development project as a complex

[36] | socio-technical system to facilitate risk management and im- | 2015 | Conference
prove the project structure

(37] Usabll}ty of accident and 1n01d.ent report.s for evidence-based risk 2015 | Journal
modeling—A case study on ship grounding report
Accident modelling of railway safety occurrences: the safety and

138] failure event network (SAFE-Net) method 2015 | Journal

[39] A new framework to model and analyze organizational aspect of 2017 | Journal
safety control structure

[40] IIIC.OI‘pOI'atII.lg epistemic uncertainty into the safety assurance of 2017 | Journal
socio-technical systems
An Accident Causation Analysis and Taxonomy (ACAT) model

[41] | of complex industrial system from both system safety and con- | 2017 | Journal
trol theory perspectives
A new organization-oriented technique of human error analysis

[42] in digital NPPs: Model and classification framework 2018 | Journal
A hybrid model for human factor analysis in process accidents:

[43] FBN-HFACS 2019 | Journal

[44] F}lnctlonal modeling in safety by means of foundational ontolo- 2019 | Journal
gies
Developing a method to improve safety management systems

1431 based on accident investigations: The SAfety FRactal ANalysis 2019 | Journal
The development history of accident causation models in the

[46] | past 100 years: 24Model, a more modern accident causation | 2020 | Journal
model

[47] Ont(.)logy—based computer aid for the automation of HAZOP 2020 | Journal
studies
Human functions in safety-developing a framework of goals, hu-

[48] | man functions and safety relevant activities for railway socio- | 2021 | Journal
technical systems

[49] A case study for risk assessment in AR-equipped socio-technical 2021 | Journal
systems

[50] | Model-based safety engineering for autonomous train map 2022 | Journal
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as a human behavior model containing four cognitive functions: Perception,
Interpretation, Planning and Execution (PIPE) and two cognitive processes:
Memory/Knowledge Base and Allocation of Resources. There is also a tax-
onomy of human erroneous behaviors in relation to the model, which can be
used in the framework. The framework also offers Dynamic Logical Analyti-
cal Method (DYLAM) method, which enables the evaluation of time dependent
behavior of human machine systems. The framework proposed in this paper
provides potential for capturing human, organizational and technological
aspects using the human behavior model and the related taxonomy. In addi-
tion, the framework provides the potential for capturing socio-technical or-
chestration by defining the correlation between human and machines. How-
ever there are some discussions about the critical issues due to automation,
it does not provide means for characterizing organizational changes effects,
technological changes effects and AR effects explicitly. In addition, it has
the potential to capture risk since it is possible to discuss the consequences
using the proposed framework. Regarding the support for the risk assessment
process, it emerges that this paper supports risk identification step (the frame-
work can be used to find, recognize and describe the causal factors and risks).
In addition, risk analysis is supported (using the framework, the results can
be provided by considering risk sources, consequences, scenarios and likeli-
hood). Finally, risk evaluation is also supported (there can be discussions on
the results and required actions to support decisions). Since the focus is on
chain of events and the root causes of accidents, it emerges that this frame-
work can be labelled as safety engineering today perspective. There are no
syntax and semantics proposed and used and a proper modeling language does
not emerge, only an informal notation is used and no extending formality
contribution is present (it offers different models and techniques that can be
used for the aim of this framework and it does not propose contribution for
developing concepts, semantics and syntax for modeling/analyzing system en-
tities). Discussions on causes of accidents using the proposed framework can
be described as qualitative, quantitative and linear analysis. The perspective
in this framework is both backward and forward looking, since it provides
predictions and possibility of modeling and analyzing accidents which would
happen in the future based on the accidents which have happened in the past.
This paper does not provide structured analysis process and tool support. It
is proposed for general application and scenarios from two domains (nuclear
power plant and railway) are discussed. It is mentioned in different phases
of the framework that standards should be considered (for example it is men-
tioned that for defining safety measures conformance with safety standards is



274 Paper D

required), meanwhile it is not discussed if the framework provides support for
standards. The challenge mentioned in this study is lack of readily available
data to be used by human factor approaches that can be used in the framework.

In [33], the authors propose an approach for addressing human and orga-
nizational factors in the operational phase of safety instrumented systems. A
list of eight safety influencing factors are considered based on the literature
with slight reformulation. These influencing factors are: maintenance man-
agement, procedures, error-enforcing conditions, housekeeping, goal compati-
bility, communication, organization and training. The proposed approach con-
tains five main steps. The first step is estimation of proportion of design safety
integrity level (SIL) using the system design and based on expert judgment
or previous experiences. The second step is determining the weights of influ-
encing factors and calculating the normalized weight factors. The third step
is rating the influencing factors. The fourth step is calculating the operational
SIL. If the operational SIL is not acceptable, then a fifth step is also considered
for taking preventive or corrective actions to improve safety. The approach pro-
posed in this paper provides potential for capturing human, organizational,
technological aspects and socio-technical orchestration by using the safety
influencing factors and their relationships. However, it does not provide means
for characterizing organizational changes effects, technological changes ef-
fects and AR effects explicitly. In addition, it provides structured concep-
tualization to capture risk since it is possible to discuss the consequences
by determining SIL using defined formula based on other defined parameters
(such as ratings, weights, etc.). Thus, there is well-formedness rules to relate
the proposed concepts in determining SIL which is highly in connection with
risk. Regarding the support for the risk assessment process, it emerges that
this paper supports risk identification step (the approach can be used to find,
recognize and describe the causal factors and risks). In addition, risk analysis
is supported (using the approach, the results can be provided by considering
risk sources, consequences and scenarios). Finally, risk evaluation is also
supported (there can be discussions on the results, SIL and required actions to
support decisions). Since the focus is on chain of events and the root causes of
accidents, it emerges that this model can be labelled as safety engineering today
perspective. There are no syntax and semantics proposed and used and a proper
modeling language does not emerge, only an informal netation is present and
a set of concepts are proposed that can be used for modeling safety influenc-
ing factors and determining SIL. Discussions on causes of accidents using the
proposed method can be described as qualitative, quantitative (because of
SIL calculation) and linear analysis. The perspective in this method is both
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backward looking (since parameters can be determined based on previous ex-
periences) and forward looking (since it provides predictions that can be used
to improve safety for preventing future accidents). This paper provides struc-
tured analysis process using SIL calculation which is based on proportion of
design SIL, weights and rates of influencing factors. However, it does not pro-
vide tool support. Although the approach is proposed for specific application
(process industry) and a scenario from this domain is discussed as illustrative
case study, there is potential to use it for other domains by some modifica-
tions. Since the process for improving safety is based on standards IEC 61508
and IEC 61511 and the proposed approach determines SIL, we conclude that
the approach provides support for standards (IEC 61508 and IEC 61511).
The mentioned challenges of this study are 1) determining rates in a way to
allow certain influence of a factor (in the case study, rates of all factors are
considered equal), 2) difficulty in determining proportion of design SIL and
weights of the factors, 3) requiring further research for providing validation,
4) providing some more applications, 5) ensuring consistency over time in the
ratings, 6) including effects of system modifications and aging of equipment,
7) incorporating other safety influencing factors.

In [34], authors propose an approach for modeling socio-technical system
of systems to help end users identify and analyze the hazards and associated
risks. This approach provides notations for representing a system with focus
on the defined concepts: capabilities, dependencies and vulnerability in the
context of risk management. Then hazards are identified and discussed. This
approach proposes the potential to capture socio and technical aspects and
their orchestration by using the proposed concepts. In addition, the approach
proposes the potential to capture risk by using the discussions on hazards,
probability, severity and consequences (which are provided as qualitative and
linear analysis, with a forward looking perspective). Regarding the support
for the risk assessment process, it emerges that this approach supports risk
identification step (the approach can be used to find, recognize and describe
the causal factors and risks) by using the proposed concepts. In addition, risk
analysis is supported (discussions are provided for considering risk sources,
consequences, scenarios and likelihood). Finally, risk evaluation is also sup-
ported (there are discussions on the results and required actions to support de-
cisions). There are no syntax and semantics proposed and used and a proper
modeling language does not emerge, only an informal notation is present and
the contribution of the framework is in developing concepts. There is no struc-
tured analysis process and the study does not provide tool support for pro-
viding the analysis results. Although the paper uses a case study from informa-
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tion technology domain, the proposed approach is not specific to a domain (it is
proposed for general application). There is no discussion for supported stan-
dards and the mentioned challenges of this approach are 1) requiring tools for
evaluating quantitative analysis, 2) requiring exploration to mesh with existing
safety/dependability assurance processes.

In [35], the authors propose a method called MMOSA (Man-Machine-
Organization System Approach) in order to incorporate human and organiza-
tional factors in probabilistic safety assessment (PSA). It uses human reliabil-
ity analysis (HRA) methods such as THERP and SPAR-H and the novelty of
the method is considering machine-organization interfaces in human perfor-
mance evaluation. The method is based on MMOS concepts containing man/-
machine/organization characteristics and their interfaces. For example, con-
cepts of man-organization interfaces are, complexity of the action, work envi-
ronment, procedure, time, communication and training. The proposed method
provides an estimation of human error probabilities using basic human error
probabilities (BHEP) from HUFAD_E (Human Factor Analysis Database_En-
glish) database presented in the paper. The proposed method in this paper pro-
vides potential for capturing human, organizational, technological aspects
and socio-technical orchestration by using the MMOS concepts. However,
it does not provide means for characterizing organizational changes effects,
technological changes effects and AR effects explicitly. In addition, it pro-
vides potential for capturing risk since it is possible to discuss the conse-
quences and to determine human error probabilities. Regarding the support for
the risk assessment process, it emerges that this paper supports risk identifica-
tion step (the approach can be used to find, recognize and describe the causal
factors and risks). In addition, risk analysis is supported (using the approach,
the results can be provided by considering risk sources, consequences and sce-
narios). Finally, risk evaluation is also supported (there can be discussions
on the results, human error probabilities and required actions to support deci-
sions). Since the focus is on chain of events and the root causes of accidents, it
emerges that this model can be labelled as safety engineering today perspective.
There are no syntax and semantics proposed and used and a proper modeling
language does not emerge, only an informal notation is present and there is
no extending formality contribution in the paper, instead the contribution is
in integrating MMOS concepts in human factors analysis process for modeling
and analyzing man-machine-organization factors and their interfaces. Discus-
sions on causes of accidents using the proposed method can be described as
qualitative, quantitative (because of the probabilities calculations) and lin-
ear analysis. The perspective in this method is mostly forward looking (since
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it provides prediction about human errors). This paper provides structured
analysis process using HEP calculations and it also provides tool support us-
ing MMOS software in Microsoft Visual Basic 6.0 environment. The proposed
method can be used for general application. However, the focus is mostly on
nuclear domain and a scenario from this domain is discussed as a case study.
In this paper, it is not discussed if the proposed model provides support for
standards and the mentioned challenge of this study is requiring further re-
search for understanding the influence of human and organizational factors on
safe operations.

In [36], authors propose a technique for modeling global software devel-
opment project as a complex socio-technical system to facilitate risk manage-
ment. This study considers risks caused by geographical, cultural and time dis-
tances between the developers in the project and proposes structured concep-
tualization for socio-technical systems using three main concepts: functional
components, output-input arrows representing the links between the compo-
nents and feedback connections for correcting misinterpretations between com-
ponents. In addition, socio aspects are considered in the modeling and it con-
tains well-formedness rules to relate the concepts. Using the proposed struc-
tured concepts, it proposes structured conceptualization for capturing hu-
man, organizational, technical aspects and socio-technical orchestration.
In addition, it proposes concepts for characterizing organizational changes
effects such as global distances. However, it does not propose concepts for
characterizing technological changes effects and AR effects. It has the po-
tential to capture risk since it is possible to discuss the consequences using
the proposed modeling. Regarding the support for the risk assessment process,
it emerges that this modeling technique supports risk identification step by
identifying the risk using discussions about causal factors. In addition, risk
analysis is supported (discussions are provided for considering risk sources,
consequences, scenarios and controls). Finally, risk evaluation is also sup-
ported (there are discussions on the results and required actions to support de-
cisions). Since the modeling technique is non-linear and contains feedback
controller, it can be labelled as safety IIl perspective. There are no syntax
and semantics proposed and used and a proper modeling language does not
emerge, only an informal notation is present and the contribution of the paper
is a set of concepts. Discussions on causes of accidents are described as qual-
itative and non-linear analysis (because there is feedback controller) with
a forward looking perspective and there is no structured analysis process.
The proposed framework does not provide tool support and it is proposed for
specific domain (global software development project). However it uses a sce-
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nario from ICT (Information and Communications Technology), the proposed
approach has the potential to be used in other domains. There is no explicit
discussion about support for standards. The challenges in this study are 1)
lack of measures to mitigate the risks, 2) not using information from reality
such as interviews or analysis of information flows in the development of the
methodology.

In [37], authors propose another version of Human Factors Analysis and
Classification System (HFACS) and review accident reports based on the new
taxonomy. The extended HFACS is called HFACS-Ground by adding factors
more related to ship grounding accidents. For example, infrastructure is added
as a latent failure to cover waterway complexity related issues. This extended
taxonomy has five levels: unsafe acts, preconditions, supervisional influence,
organizational influence and outside factors. For each level there are two or
three layers. In addition, high level positive functions called Safety Factor (SF)
are used for reviewing incident reports. The first reason for using SFs is that
incident reports are not as structured as accident reports and it is not practical to
use taxonomies such as HFACS (normally only active failures are reported in
incident reports, which would be misleading). The second reason is because of
the difference of accidents and incidents (incidents are near-miss and they do
not result in serious consequences on human life or the environment like acci-
dents). Thus, in incidents it is desirable to detect positive functions which acted
as barriers and stopped the incident to become an accident. However, these pos-
itive functions are then negated to be used for analyzing the contributing factors
to incidents. Pearson correlation coefficient (r) is used to show the statistical
dependencies of the factors two-by-two and the significance of the correlations
is shown by p-values. The results show the frequency of different levels of fail-
ures in the accident reports and if there is weak or strong correlation between
different factors. It also discusses that the incident reports are not reliable in
their current non-systematic format to be used for evidence-based risk model-
ing and they can be used as alerts for possible hazards. The extended HFACS
taxonomy proposed in this paper provides potential for capturing human,
organizational and technological aspects. In addition, the proposed taxon-
omy provides the potential for capturing socio-technical orchestration using
the relation between human and organization and technological factors. It does
not propose means for characterizing organizational changes effects, techno-
logical changes effects and AR effects explicitly. In addition, it has the poten-
tial to capture risk since it is possible to discuss the consequences using the
proposed taxonomy. Regarding the support for the risk assessment process, it
emerges that this paper supports risk identification step since it uses the taxon-
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omy to identify the causal factors. In addition, risk analysis is supported (the
results can be provided for considering risk sources, consequences, scenarios,
likelihood and controls). Finally, risk evaluation is also supported (there can
be discussions on the results and required actions to support decisions). Since
the focus is on chain of events and the root causes of accidents, it emerges that
this model can be labelled as safety engineering today perspective. There are
no syntax and semantics proposed and used and a proper modeling language
does not emerge, only an informal notation is present and the contributions
of the extension consist of a set of concepts for factors related to grounding
accidents. Discussions on causes of accidents using the proposed model can
be described as qualitative, quantitative (considering frequencies and correla-
tions) and linear analysis (considering chain of events). The perspective in this
model is backward looking, since it is modeling and analyzing accidents and
incidents that have happened in the past. This paper does not provide struc-
tured analysis process and tool support. It is proposed for a specific domain
(ship grounding) and scenarios from this domain are presented. Since the pro-
posed taxonomy is specified version of HFACS to be used for ship grounding,
there is no potential to use the extended version for other domains. There are
no discussions about support for standards and the mentioned challenges in
this study are 1) use of limited reports from specific databases, 2) subjectivity
in the reports.

In [38], authors propose a model called Safety and Failure Event Network
(SAFE-Net) to model the contributing factors of railway safety occurrences.
This paper uses Contributing Factors Framework (CFF) for collecting data on
contributing factors to railway safety occurrences by using reports submitted
to rail safety regular in Queensland for five years (2006-2010). The contribut-
ing factors in this framework are categorized to three main groups: individu-
al/team factors, technical failures and local conditions/organizational factors.
429 safety occurrences are analyzed and contributing factors in each of them
are identified. SAFE-Net model is used to model the connections between dif-
ferent contributing factors. In this model all factors that have been attending
the same safety occurrence before, are identified and the relations between the
factors are listed. Then this information can be entered to a developed human
factor tool named SNA (Social Network Analysis) program to calculate cen-
trality (showing factors’ importance) measures for each factor and to show the
models. The models are networks containing contributing factors as nodes and
their relations as links between the nodes. Centrality is also shown by a circle
around each factor and the size of the circle shows the extent of the central-
ity. The model proposed in this paper provides potential for capturing so-
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cio (human and organizational) and technological aspects. In addition, the
proposed model provides the potential for capturing socio-technical orches-
tration using the relation between human and organization and technological
factors. It does not propose means for characterizing organizational changes
effects, technological changes effects and AR effects explicitly. In addition,
it has the potential to capture risk since it is possible to discuss the conse-
quences using the proposed model. Regarding the support for the risk assess-
ment process, it emerges that this paper supports risk identification step by
using the reports and CFF framework. In addition, risk analysis is supported
(discussions can be provided for considering risk sources, consequences and
scenarios). Finally, risk evaluation is also supported (there can be discussions
on the results and required actions to support decisions). Since the paper dis-
cusses about FRAM technique and establishes the work on the new generation
of thinking proposed in FRAM, we can label it as safety II perspective. In
this model an informal notation is provided and the contributions of the pa-
per consist of a set of concepts for modeling different causal factors and the
connections between them based on the previous accident reports. Discussions
on causes of accidents using the proposed model can be described as quali-
tative, quantitative (using the amount of centrality) and non-linear analysis
(the structure of the model is networked). The perspective in this model is
backward looking, since it is based on the accident reports and it focuses on
the accidents that have happened in the past. There is no structured analysis
process and the proposed model provides tool support using SNA program.
It is proposed for a specific domain (railway) and a scenario from this do-
main is presented. However, there is the potential to use it for other domains.
There is no explicit discussion about support for standards and the mentioned
challenge in this study is no criteria for assessment of the significance of in-
troducing this approach.

In [39], authors propose a framework to model and analyze organizational
aspects of hierarchical safety control structures. This framework, introduces a
specific organizational feedback control loop with a customized process model
for adjusting STPA for deficiency analysis of organizational safety control
structure. Using the new proposed control structure, hazardous behaviors caused
by organizational mechanisms dysfunctionality can be detected. The frame-
work has the potential for capturing human and organizational aspects
and it has the potential to capture technical aspects and socio-technical or-
chestration. It does not propose concepts for characterizing organizational
changes effects, technological changes effects and AR effects explicitly. In
addition, it has the potential to capture risk since it is possible to discuss the
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consequences using the proposed framework. Regarding the support for the
risk assessment process, it emerges that this framework supports risk identi-
fication step by identifying the risk using discussions about causal factors. In
addition, risk analysis is supported (discussions are provided for considering
risk sources, consequences, scenarios and controls). Finally, risk evaluation
is also supported (there are discussions on the results and required actions to
support decisions). Since the framework is an extension for STPA, it can be
labelled as safety I1I perspective. There are no syntax and semantics proposed
and used and a proper modeling language does not emerge, only an informal
notation is present and the contributions of the model consist of a set of con-
cepts for modeling and analyzing organizational aspects of hierarchical safety
control structures. Discussions on causes of accidents are described as quali-
tative and non-linear analysis with a forward looking perspective and there
is no structured analysis process. The proposed framework does not provide
tool support. The proposed approach is for a general domain and it uses a
scenario from aviation maintenance industry. There is no explicit discussion
about support for standards. The mentioned challenges in this study are 1)
lack of quantitative analysis, 2) limited scope of case study, 3) lack of assess-
ment of practicality and validity of the framework in macro level, 4) lack of
comparison with other widespread methods other than STPA which is done.

In [40], authors propose a model to systematically capture and track known
uncertainties. It also proposes a process for integrating the model in the cur-
rent hazard analysis techniques such as STPA. The proposed model is based
on a created reference with a wide range of safety-critical causal relationships
from the literature. The reference is a suggested checklist as a guide and di-
rection for possible causal paths that may result in unsafe situation and it is
created by conducting an extensive literature review. The reference contains
six primary causal factors: Human, Organization, Technology, Process, Infor-
mation and Environment (HOT-PIE). Each of them may contain two or three
sub categories. The reference is then used for creating the multi-level causal
relationship model. Multi-level modeling is used to model both relation be-
tween factors and relation between causal factors. It considers that a causal
factor may influence another causal factor and it can be modeled using multi-
level causal relationship model. Finally, a process is proposed to show how the
reference and the model can be used in hazard analysis techniques. The refer-
ence and the model proposed in this paper includes concepts for characterizing
human, organization and technology and related aspects. Thus, it provides the
potential for capturing human, organizational and technological aspects.
In addition, the proposed model provides the potential for capturing socio-
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technical orchestration using the relation between concepts for socio aspects
and concepts for technological aspects. It does not propose concepts for char-
acterizing organizational changes effects, technological changes effects and
AR effects explicitly. In addition, it has the potential to capture risk since it is
possible to analyze the consequences using the proposed reference and model.
Regarding the support for the risk assessment process, it emerges that this paper
supports risk identification step (the model can be used to find, recognize and
describe the causal factors and risks). In addition, risk analysis is supported
(discussions can be provided for considering risk sources, consequences, sce-
narios and uncertainties). Finally, risk evaluation is also supported (there can
be discussions on the results to support decisions). Since the paper proposes
a process for integrating the reference and the model in the STPA technique,
we can label it as safety III perspective. There are concepts proposed and used
and an informal notation is provided and the contribution of the paper con-
sist of a set of concepts for modeling causal factors. Discussions on causes
of accidents using the proposed conceptualization can be described as quali-
tative and non-linear analysis with a forward looking perspective and there
is no structured analysis process. The proposed reference and model does
not provide tool support and it is proposed for general domain. However,
some scenarios from ministry of defence are presented. There is explicit dis-
cussion about support for standards and it is shown that it can support SAE
ARP-4761 (an industrial standard for conducting safety assessment process to
certify civil aircraft) by the proposed causal paths that are essential in the anal-
ysis. The mentioned challenges in this study are 1) requiring further study for
applicability in larger systems, 2) requiring further study for automating the
process, 3) no criteria for assessment of the significance of introducing this
approach to existing hazard analysis.

In [41], the authors propose an Accident Causation Analysis and Taxon-
omy (ACAT) model to provide a comprehensive understanding of accidents
and causes statistics. Using this model complex systems can be decomposed
based on six factors: machine, man, management, information, resources and
environment. In addition, four control functional abstractions are considered:
actuator, sensor, controller and communication. The combinations of system
factors and control functions as a matrix form the proposed model. Using the
model the accident causes can be identified and classified. In addition, by cal-
culating the proportions of different types of causes their percentages can be
obtained. The proposed model in this paper provides potential for capturing
human, organizational, and technological aspects by using the system fac-
tors and provides potential for capturing socio-technical orchestration by
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using the control functions (specially the communication function). However,
it does not provide means for characterizing organizational changes effects,
technological changes effects and AR effects explicitly. In addition, it pro-
vides potential for capturing risk since it is possible to discuss the conse-
quences and to determine percentage of different causal factors. Regarding
the support for the risk assessment process, it emerges that this paper supports
risk identification step (the approach can be used to find, recognize and de-
scribe the causal factors and risks). In addition, risk analysis is supported
(using the approach, the results can be provided by considering risk sources,
consequences and scenarios). Finally, risk evaluation is also supported (there
can be discussions on the results, proportions and required actions to support
decisions). Since the focus is on chain of events and the root causes of ac-
cidents, it emerges that this model can be labelled as safety engineering today
perspective. There are no syntax and semantics proposed and used and a proper
modeling language does not emerge, only an informal notation is present and
a set of concepts are proposed that can be used for modeling causal factors,
their proportions and control functions. Discussions on causes of accidents
using the proposed method can be described as qualitative, quantitative (be-
cause of the percentages calculations) and linear analysis. The perspective in
this method is mostly backward looking (since the focus is on the previous
accidents). However, the final aim is to improve the system for preventing fu-
ture accidents. This paper does not provide structured analysis process and
tool support. The model is proposed for general application and scenarios
from BP Texas refinery case are discussed as the case study. In this paper, it is
not discussed if the proposed model provides support for standards and the
mentioned challenge of this study is requiring further research for providing
details of the proposed broad concepts.

In [42], authors propose an organization-oriented conceptual model of hu-
man error analysis (HEA) in digital Nuclear Power Plants (NPPs). In addi-
tion, the classification framework of HEA is developed based on the conceptual
model. The proposed model and framework consider new challenges because
of the digital technology and its effects on human error and human reliability.
The proposed model contains four modules/levels: Performance Shaping Fac-
tors (PSFs) (levels of organizational factors, situational factors, error-triggering
individual factors), Psychological Error Mechanisms (PEMs), error recovery
and human errors. The model shows that performance shaping factors influ-
ence on human error and human error influences on error recovery. Safety
barrier is also considered as a barrier to prevent human error and to prevent
an accident. The classification framework contains classification for human er-
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ror, organizational factors, situational factors, individual factors, PEMs, Error
Recovery Failures (ERFs) and safety barriers. The model and classification
framework proposed in this paper provide potential for capturing human,
organizational and technological aspects. In addition, the proposed taxon-
omy provides the potential for capturing socio-technical orchestration using
the relation between socio and technological factors. Furthermore, it provides
the potential for capturing organizational changes effects and technological
changes effects by considering digitalization, new computer-based informa-
tion displays, digital procedures and etc. However, It does not propose means
for characterizing AR effects explicitly. In addition, it has the potential to cap-
ture risk since it is possible to discuss the consequences using the proposed
model. Regarding the support for the risk assessment process, it emerges that
this paper supports risk identification step since it uses the model and classi-
fication to identify the causal factors. In addition, risk analysis is supported
(the results can be provided for considering risk sources and consequences).
Finally, risk evaluation is also supported (there can be discussions on the re-
sults and required actions to support decisions). Since the focus is on the chain
of events and the root causes of accidents, it emerges that this model can be
labelled as safety engineering today perspective. There are no syntax and se-
mantics proposed and used and a proper modeling language does not emerge,
only an informal notation is present. The contributions of the model and
categorization consist of a set of concepts for modeling human error, organi-
zational factors, situational factors, individual factors, PEMs, ERFs and safety
barriers. Discussions on causes of accidents using the proposed model can be
described as qualitative and linear analysis (considering chain of events). The
perspective in this model is forward looking, since it provides predictions and
it models and analyzes possible accidents which would happen in the future.
This paper does not provide structured analysis process and tool support.
It is proposed for a specific domain (nuclear power plant). However, sce-
narios from this domain are not presented and are considered as future work.
Although the model and categorization are proposed for nuclear power plant,
there is potential to use it for other domains by some or little revision. There
are no discussions about support for standards and the mentioned challenges
in this study are 1) lack of application, 2) lack of analysis procedure.

In [43], authors propose a hybrid dynamic human factor model by integrat-
ing Human Factor Analysis and Classification System (HFACS) [51], fuzzy set
theory, and Bayesian network to be used for analyzing accidents. The proposed
model is called FBN-HFACs (Fuzzy Bayesian Network-HFACS). The model
is used for identifying, characterizing and ranking human and organizational
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factors causing accidents. First step is scenario development which includes
defining scope of the study, gathering data and information and developing the
scenario of concern. Then, the next step is qualitative analysis, which is based
on HFACS. In this step human factors at all levels are identified and causal
model is represented. Finally, the last step is quantitative and inference anal-
ysis, which is based on Fuzzy theory, Bayesian Network and expert opinions.
HFACS is mostly based on Reason’s Swiss cheese model and consist of four
levels of failures. These four levels are 1) organizational influences, 2) unsafe
supervision, 3) preconditions for unsafe acts and 4) unsafe acts. It defines 19
causal categories and 69 subcategories within these four levels. By using the
HFACS concepts characterizing causes of accidents, it has the potential for
capturing human and organizational aspects. In addition, it has the poten-
tial to capture risk since it analyzes the consequences. However, the model
does not propose concepts to capture technical aspects, socio-technical or-
chestration, organizational changes effects, technological changes effects
and AR effects. The risks emanated from socio aspects are in focus, because
capturing accident causes from the human and organization perspectives are
considered. Regarding the support for the risk assessment process, it emerges
that this model supports risk identification step by using the proposed con-
cepts. Risk analysis is also supported (discussions are provided for consid-
ering risk sources, consequences, scenarios, likelihood, uncertainties, controls
and their effectiveness). Finally, risk evaluation is supported (there are discus-
sions on the results and required actions and there is comparison using proba-
bility to support decisions). Since the focus is on the chain of events and the
root causes of accidents, it emerges that this model can be labelled as safety en-
gineering today perspective. There are no syntax and semantics proposed and
used and a proper modeling language does not emerge, only an informal nota-
tion is present and the contributions of the model consist of providing integra-
tion of different approaches and there is no extending formality contribution.
Discussions on causes of accidents are described as qualitative, quantitative
and linear analysis. As it is explained in [46], causes of accidents in linear
accident causation models such as HFACS are examined in various stages, thus
we categorize this model which is based on HFACS, as a linear model. This
model has a backward and forward looking perspective and there is no struc-
tured analysis process defining different steps. The proposed model does not
provide tool support and it is proposed for general domain. However, an acci-
dent scenario from chemical process systems is presented as case study. There
is no explicit discussion about support for standards, however the methods
which are used in this model are usually suggested by different standards. The
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mentioned challenges in this study are 1) requiring further testing, 2) requiring
detailed validation.

In [44], authors propose a foundational ontology-based conceptualization
for main concepts of FRAM method. The conceptualization uses Unified Foun-
dational Ontology (UFO) to represent the concepts of function and related as-
pects in FRAM. In addition, it provides semantics to limit variable interpre-
tations of functions in FRAM and it contains well-formedness rules to relate
the concepts. By using the proposed concepts and semantics characterizing
human, organization and technological functions and related aspects and rules,
it provides the structured conceptualization for capturing human, organi-
zational and technological aspects. In addition, there is the potential for
capturing socio-technical orchestration using the relation between concepts
of human and organization functions and technological function. It does not
propose concepts for characterizing organizational changes effects, techno-
logical changes effects and AR effects explicitly. In addition, it has the po-
tential to capture risk since it is possible to analyze the consequences using
the proposed conceptualization. Regarding the support for the risk assessment
process, it emerges that the proposed conceptualization supports risk identifi-
cation step by using the proposed concepts. In addition, risk analysis is sup-
ported (discussions can be provided for considering risk sources, consequences
and scenarios). Finally, risk evaluation is also supported (there can be discus-
sions on the results to support decisions). Since the conceptualization has the
focus on FRAM, we can label it as safety II perspective. There are concepts and
semantics proposed and used and formal modeling is provided and the contri-
butions of the paper consist of a set of concepts and semantics. Discussions
on causes of accidents using the proposed conceptualization can be described
as qualitative and linear analysis with a forward looking perspective and
there is no structured analysis process. The proposed conceptualization does
not provide tool support and it is proposed for a general domain. However,
a scenario from aviation domain is presented. There is no explicit discussion
about support for standards and the mentioned challenges in this study are
1) lack of quantitative analysis, 2) lack of tool support.

In [45], the authors propose a method called SAfety FRactal ANalysis
(SAFRAN) for improving safety management systems based on accident in-
vestigations. The method combines three distinct elements: fractal (description
of what is required for controlling safety related activities), iterations (an inves-
tigation flow for guiding investigators where to continue the investigation) and
basic steps. The analysis process in this method contains five main steps: 1)
identifying performance variability 2) identifying the expected performance 3)
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identifying the source of performance variability 4) monitoring the variability
5) learning capability. The method is further developed in [52] by providing
a taxonomy to specify human and organizational factors (HOF) required for
identifying sources of performance variability. The taxonomy has five main
categories: dynamic situational, dynamic staff, static situational, static staff
and socio interactional. Each of these categories contain five factors. The
method proposed in this paper provides potential for capturing human, or-
ganizational, technological aspects and socio-technical orchestration in the
third step which is identifying the source of performance. However, it does
not provide means for characterizing organizational changes effects, tech-
nological changes effects and AR effects explicitly. In addition, it has the
potential to capture risk since it is possible to discuss the consequences using
the proposed method. Regarding the support for the risk assessment process,
it emerges that this paper supports risk identification step (the method can be
used to find, recognize and describe the causal factors and risks). In addition,
risk analysis is supported (using the method, the results can be provided by
considering risk sources, consequences and scenarios). Finally, risk evalua-
tion is also supported (there can be discussions on the results and required ac-
tions to support decisions). Since the non-linear interactions are considered, it
emerges that this framework can be labelled as safety I1I perspective. There are
no syntax and semantics proposed and used and a proper modeling language
does not emerge, only an informal notation is present and a set of concepts
are proposed that can be used for modeling accident causal factors. Discus-
sions on causes of accidents using the proposed method can be described as
qualitative and non-linear analysis. The perspective in this method is both
backward looking (since accidents are analyzed) and forward looking (since
provides predictions and models the system for preventing future accidents).
This paper does not provide structured analysis process and tool support. It
is proposed for general application and scenarios from railway domain are
discussed based on available accident reports. It is not discussed if the method
provides support for standards and the challenges of this study are not men-
tioned. We can consider lack of details and specified techniques in different
steps of the method as a challenge.

In [46], authors introduce an accident causation model called 24Model.
The name 24Model stands for a model of causes of accidents at 2 levels (indi-
vidual and organizational levels) and 4 stages (immediate, indirect, radical and
root causes). Immediate and indirect causes are assigned to individual level and
radical and root causes are assigned to organizational level. The proposed con-
cepts characterizing immediate causes are safety act and safety condition. The
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proposed concepts characterizing indirect causes are safety knowledge, safety
awareness, safety habits, psychological status and physiological status. The
proposed concept characterizing radical cause is safety management system.
Finally, the proposed concept characterizing root cause is safety culture. By
using the proposed concepts characterizing causes of accidents, it has the po-
tential for capturing human and organizational aspects. In addition, there
is the possibility to analyze causality between the deviations and the causes and
it has the potential to capture risk since it analyzes the consequences. How-
ever, the model does not propose concepts to capture technical aspects and
socio-technical orchestration. In addition, it does not propose concepts for
characterizing organizational changes effects, technological changes effects
and AR effects explicitly. The risks emanated from socio aspects are in focus,
because capturing accident causes from the human and organization perspec-
tives are considered. Regarding the support for the risk assessment process, it
emerges that 24Model supports risk identification step by using the proposed
concepts. In addition, risk analysis is supported (discussions are provided for
considering risk sources, consequences and scenarios). Finally, risk evalua-
tion is also supported (there are discussions on the results and required actions
to support decisions). Since the linear chain of events and the root cause are
considered, it emerges that 24Model can be labelled as safety engineering to-
day perspective. There are no syntax and semantics proposed and used and
a proper modeling language does not emerge, only an informal notation is
present and the contributions of the model consist of a set of concepts. Discus-
sions on causes of accidents are described as qualitative and linear analysis
with a backward looking perspective and there is no structured analysis pro-
cess. The proposed model does not provide tool support and it is proposed for
a general domain. However, an accident scenario from fire and explosion
is presented as case study. There is no explicit discussion about support for
standards and the mentioned challenges in this study are 1) lack of quantita-
tive analysis, 2) lack of identification of the dynamic characteristics of systems,
3) lack of non-linear relationships characterization.

In [47], the authors propose an ontology-based method in order to prepare
HAZOP worksheets automatically. In order to provide the conceptualization,
they design a knowledge model containing relevant concepts in the form of on-
tology (concepts and their relationships are identified and modeled). They pro-
vide core concepts containing: deviations, causes, super causes, effects, conse-
quences, and safeguards and complementary concepts containing: substance,
process unit, process and circumstances. In addition, their description, and
their relationships are provided as an ontological model. The ontology is then



10.4 Results and Analysis 289

formalized using Web Ontology Language (OWL) and an inference strategy is
designed and implemented to generate the HAZOP worksheets automatically
from the proposed ontology and a process plant representation using extended
concepts such as causes, chain of consequences and safeguards. The proposed
method in this paper provides structured conceptualization for capturing
technological aspects by using the concepts of the proposed ontology and
their relations, while it does not provide potential for capturing human, or-
ganizational, socio-technical orchestration, organizational changes effects,
technological changes effects and AR effects explicitly. However, the system
is considered as a socio-technical system. In addition, it provides structured
conceptualization for capturing risk since it is possible to discuss the con-
sequences using the proposed concepts and the rules for their relations and it
is possible to determine safeguards. Regarding the support for the risk assess-
ment process, it emerges that this paper supports risk identification step (the
approach can be used to find, recognize and describe the causal factors and
risks). In addition, risk analysis is supported (using the approach, the results
can be provided by considering risk sources, consequences and scenarios). Fi-
nally, risk evaluation is also supported (there can be discussions on the results,
safeguards and required actions to support decisions). Since the focus is on the
chain of events and the root causes of accidents, it emerges that this model can
be labelled as safety engineering today perspective. There are syntax and se-
mantics used from OWL (Web Ontology Language) modeling language. Thus,
formal modeling is present and the contribution of the paper includes concepts
and semantics to conceptualize HAZOP related knowledge. Discussions on
causes of accidents using the proposed method can be described as qualitative
and linear analysis. The perspective in this method is mostly forward look-
ing (since it provides prediction about possible hazards). This paper provides
structured analysis process by providing automated extended HAZOP work-
sheets and it also provides tool support using implemented python program.
However, it still does not provide automatic risk assessment and presence of
human experts is necessary. The method is proposed using knowledge from
process and plant safety (PPS) domain (specific application) and a scenario
from this domain is discussed as case study. However, it has the potential to be
used for other applications as well. In this paper, it is not discussed if the pro-
posed model provides support for standards and the mentioned challenges of
this study are 1) requiring further research for providing more applications, 2)
providing automatic risk assessment, and 3) providing safeguard interpretation.

In [48], authors describe a framework with the name Human Functions in
Safety (HFiS) to express the role of human in railway safety. The framework
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contains concepts (for expressing functions, activities and contextual factors)
and the relationship between these concepts and potential impact on safety. The
proposed concepts of this framework are system purpose/goal, human function
goal, human functions, personal and organizational goals, generic context,
safety relevant activities, potential error/ recovery/ consequence/ mitigation.
Each of the concepts includes detailed descriptive content containing subcat-
egories and examples. 66 human functions performed by frontline staff and
associated activities to railways are identified in this framework and their re-
lation with 8 human function goals are determined. The framework provides
structured conceptualization for socio aspects as part of socio-technical sys-
tems using the proposed concepts and the rules for their relations. However,
there are no concepts to capture technical aspects, socio-technical orches-
tration, organizational changes effects, technological changes effects and
AR effects explicitly. On the other hand there is no structured conceptualiza-
tion for risk assessment. However, there is the potential for capturing risk
since it analyzes the consequences. Regarding the support for the risk assess-
ment process, it emerges that HFiS supports risk identification step by using
the proposed concepts. In addition, risk analysis is supported (discussions
are provided for considering risk sources, consequences and scenarios Finally,
risk evaluation is also supported (there are discussions on the results and re-
quired actions to support decisions). Since the main focus of the model is on
the role of human in system safety, it emerges that HFiS supports safety I1.
There are no syntax and semantics proposed and used and a proper model-
ing language does not emerge, only an informal notation is present and the
contributions of the model consist of a set of concepts. Discussions on er-
rors and consequences are described as qualitative and linear analysis with
a forward looking perspective, nevertheless there is no structured analysis
process and it does not provide tool support. This framework is specifically
proposed for railway as an specific application by using railway scenarios.
However, there is the potential for other applications, because it proposes
a guidance for other safety-related domains. Rail safety and Standards Board
are used as source of information, nevertheless there is no discussion for sup-
port for standards. The mentioned challenges of the proposed framework
are 1) complexity in terms of the number of functions, 2) requiring availabil-
ity of data sources for using in other domains, 3) requiring further study for
quantitative analysis, 4) lack of identification of the dynamic characteristics of
systems, 5) lack of feedback mechanisms characterization, 6) lack of delays
characterization and 7) lack of non-linear relationships characterization.

In [49], the authors propose a framework with the name FRAAR for risk
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assessment of AR-equipped socio-technical systems based on their proposed
modeling extensions for a modeling language. This framework provides the
possibility for modeling and analyzing technical aspects, various socio aspects,
organizational changes effects, technological changes effects, AR-extended
human functions and AR-related influencing factors using modeling extensions
of SafeConcert modeling language [53]. In addition, Concerto-FLA analysis
technique [2] is used to provide the analysis results. There are four main steps
in this framework. The first step is modeling involved entities containing tech-
nical and socio entities as composite components. The second step is identi-
fying important aspects of each entity and modeling them as sub-components
using the modeling extensions such as organization and regulation AR adop-
tion modeling element. The third step is modeling the behavior of each sub-
component using FPTC syntax. Finally, last step is analyzing system behav-
ior based on Concerto-FLA analysis technique. Details of these steps are de-
scribed and it is shown that how these steps would support safety standards
such as ISO 26262 and SOTIF. The proposed framework in this paper provides
structured conceptualization for capturing technological aspects, socio as-
pects, organizational changes effects, technological changes effects and AR
effects by using the proposed concepts used in extended SafeConcert model-
ing language. In addition, it provides structured conceptualization for cap-
turing socio-technical orchestration by modeling the relations between the
socio and technical concepts. Furthermore, it provides structured conceptu-
alization for capturing risk since it is possible to determine the consequences
and to define safety goals using Concerto-FLA analysis technique. Regarding
the support for the risk assessment process, it emerges that this paper supports
risk identification step (the approach can be used to find, recognize and de-
scribe the causal factors and risks). In addition, risk analysis is supported
(using the approach, the results can be provided by considering risk sources,
consequences and scenarios). Finally, risk evaluation is also supported (there
can be discussions on the results, safety goals and required actions to support
decisions). Since the focus is on chain of events and the root causes of acci-
dents, it emerges that this model can be labelled as safety engineering today
perspective. There are syntax and semantics used from SafeConcert model-
ing language and Concerto-FLA analysis technique. Thus, formal modeling
is present and the contribution of the paper includes concepts to conceptual-
ize various socio aspects such as organizational/technological changes effects
and AR-related aspects. Discussions on causes of accidents using the proposed
method can be described as qualitative and linear analysis. The perspective
in this method is mostly forward looking (since it provides prediction about
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possible future accidents). This paper provides structured analysis process
by using Concerto-FLA analysis technique. It does not provide tool support.
However, there is the potential for providing it by implementing the proposed
extensions. The method is proposed for general application. However, the
examples and standards are from automotive domain and some scenarios from
this domain are discussed as case study. In this paper, it is presented how dif-
ferent steps of the framework provide support for ISO 26262 and SOTIF
standards and the mentioned challenges of this study are 1) requiring further
research for providing more applications, 2) providing automatic risk assess-
ment by implementing the extensions, and 3) providing scenarios from other
domains.

In [50], authors propose a model-based safety framework by considering
railway infrastructure information to be used for autonomous train driving.
The proposed safety framework is composed of three main parts: 1) safety
analysis 2) model extension 3) safety management. In order to analyze safety,
it uses concepts and semantics defined by DAO (Dysfunctional Analysis On-
tology) [54]. The DAO concepts are Failure, Exposure, Defect & fault, Fault
emergence failure, Hazard and Safety measure and it contains well-formedness
rules to relate these concepts. The sources for these concepts are safety en-
gineering standards such as IEC 61508. Based on these concepts, their re-
lation and specific dangerous events safety model is obtained. Then, safety
rules/measures and safety analysis are provided based on the safety model. An
extended model for the railway infrastructure is proposed based on the safety
rules in order to enable automating safety management decisions. Safety man-
agement is provided based on GOSMO concepts containing SafetyMeasure,
Task, StakeholderRole, Context, Organization, Assignment, Permission (it also
contains well-formedness rules to relate these concepts). However the frame-
work in this paper is proposed for autonomous train driving, it still provides
structured conceptualization for human, organizational and technological
aspects and socio-technical orchestration because of using the GOSMO con-
cepts such as StakeholderRole, Organization, Task and their related semantics
and rules to relate these concepts. However, it does not propose means for char-
acterizing organizational changes effects, technological changes effects and
AR effects explicitly. In addition, it provides structured conceptualization to
capture risk since it uses DAO concepts such as Failure, Hazard, Safety mea-
sure and their related semantics and rules to relate these concepts. Regarding
the support for the risk assessment process, it emerges that this paper supports
risk identification step in the first part (safety analysis). In addition, risk
analysis is supported (the results can be provided for considering risk sources,
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consequences, scenarios and controls). Finally, risk evaluation is also sup-
ported (there can be discussions on the results and required actions, to support
decisions). Since the focus is on chain of events and the root causes of acci-
dents, it emerges that this model can be labelled as safety engineering today
perspective. In this framework, formal modeling languages are used and the
contributions of the paper consist of concepts for modeling the connections
between different causal factors based on the previous accident reports. Dis-
cussions on causes of accidents using the proposed model can be described as
qualitative and linear analysis (considering chain of events). The perspec-
tive in this model is forward looking, since it provides predictions and fo-
cuses on modeling and analyzing concepts for preventing the accidents in the
future. This paper provides structured analysis process using the DAO con-
cepts. Since the proposed framework provides automated safety management,
it can provide tool support. It is proposed for a specific domain (railway) and
a scenario from this domain is presented. However, there is the potential to
use it for other domains. There are discussions about support for standards
because of using the concepts gained from safety engineering standards such
as IEC 61508. The mentioned challenge in this study is lack of formal verifi-
cation for checking safety rules consistency and the safety justification.

10.5 Discussion

10.5.1 Discussion on the Results

In this subsection we discuss about the results of our SLR and the summarized
information provided in the tables for the reviewed papers.

As it is shown in Table 10.7, there are few methods/techniques/model-
s/frameworks providing structured conceptualization for socio-technical sys-
tems and risk assessment and in most cases there are potential for capturing
which is provided through conceptual modeling. Based on these results there
is a need for more work on providing structured conceptualization to be used
for characterizing different aspects of a socio-technical system and risk assess-
ment. In addition, it is noticeable that few papers provide the potential for
capturing effects of organizational changes, technological changes and aug-
mented reality. It is not surprising since these organizational and technological
changes are recent and augmented reality is a rather novel technology. How-
ever, because of the extensive applications of AR technology and because of
the broad effects of organizational and technological changes, it is essential to
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Table 10.7: Summary of the reviewed primary studies in relation to the first
research question

Socio  entities | Technical Socio-techflical Organizational Technological AR effects
ID | characteriza- aspects charac- orchestra%mn changes ef- | changes ef- characteri-
tion terization c'haracterlza- fec?s c'harac- fec?s c'harac- zation
tion terization terization
[32]| PfC PfC PfC NC NC NC
[33]] PfC PfC PfC NC NC NC
[34]| PfC PfC PfC NC NC NC
[35]] PfC PfC PfC NC NC NC
[36]] SC SC SC PfC NC NC
[37]| PfC PfC PfC NC NC NC
[38]] PfC PfC PfC NC NC NC
[39]] PfC PfC PfC NC NC NC
[40]| PfC PfC PfC NC NC NC
[41]] PfC PfC PfC NC NC NC
[42]] PfC PfC PfC PfC PfC NC
[43]| PfC NC NC NC NC NC
[44]| SC SC PfC NC NC NC
[45]| PfC PfC PfC NC NC NC
[46]| PfC NC NC NC NC NC
[47]] NC SC NC NC NC NC
[48]] SC NC NC NC NC NC
[49]] SC SC SC SC SC SC
[50]] SC SC SC NC NC NC

PfC: Potential for Capturing. SC: Structured Conceptualization. NC: No Characterization.

consider conceptualizing the related aspects to enable capturing their effects
on system safety and risk assessment.

As it is shown in Table 10.8, in spite of providing risk identification, anal-
ysis and evaluation in all papers, the risk and dependability characterization is
not provided in a structured manner and instead there is potential for captur-
ing. Thus, more research is required on providing structured conceptualization
for characterizing risk and dependability. It is also observable that Safety II
and Safety III perspectives are used in some of the methods/techniques/model-
s/frameworks and this means that considering interactions between socio and
technical aspects in addition to human error studies are receiving more atten-
tion which shows the progress in this context. However, it is important to use
these different perspectives as complementary aspects for improving and de-
veloping the conceptualization of risk assessment for socio-technical systems.

As it is shown in Table 10.9, in most papers the modeling formality is in
the level of informal notation and we can conclude that more research is re-
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Table 10.8: Summary of the reviewed primary studies in relation to the first
research question (Con.)

ID g:z&;‘liz:;g;‘;ﬂlty Provided steps of risk assessment process | Safety perspective
[32]] PfC RL RA,RE Set

[33]] SC RIL RA, RE Set

[34]] PfC RL RA,RE Set

[35]] PfC RL RA, RE Set

[36]] PfC RL RA,RE Safety III
[37]] PfC RL RA,RE Set

[38]] PfC RIL RA, RE Safety II
[39]] PfC RL RA,RE Safety IIT
[40]| PfC RL RA,RE Safety III
[41]] PfC RL RA,RE Set

[42]] PfC RL RA,RE Set

[43]] PfC RI, RA, RE Set

[44]] PfC RL RA,RE Safety II
[45]] PfC RL RA,RE Safety IIT
[46]| PfC RL RA,RE Set

[47]] SC RL RA,RE Set

[48]] PfC RI, RA, RE Safety II
[49]] SC RL RA,RE Set

[50]] SC RI, RA, RE Set

PfC: Potential for Capturing. SC: Structured Conceptualization. NC: No Characterization.
RI: Risk Identification. RA: Risk Analysis. RE: Risk Evaluation.
Set: Safety engineering today.

quired in the context of proposing syntax and semantics and providing/using
semi-formal and formal modeling languages. It also influences on tool sup-
port which is not provided in most of the papers. Improving formality leads
to improving the possibility for providing tool support and providing increased
automation. In addition, based on the results shown on the table we identify
that most of the works provide qualitative and linear analysis. It is not surpris-
ing since the incorporation of socio aspects in the analysis requires to provide
qualitative analysis or a mixture of qualitative and quantitative results. How-
ever, it is substantial to consider non-linear interactions and more research is
required for improving the analysis by incorporating the non-linear interac-
tions and overcoming the complexities due to the non-linearity. Forward and
backward looking are both considered in different works and it is important to
consider both of them since we learn from the past to prevent the accidents in
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Table 10.9: Summary of the reviewed primary studies in relation to the second
research question

1D Modeli‘ng Contribution :Zzl:l;si(s)f :‘l};:li'si(;f :Z::le;si(;f :;:;;silsred Tool support
formality | context (QUQn) | (LwNL) | (FL/BL) | process
[32]] IN NEFC Ql+Qn | Ln BL+FL No No
[33]] IN Concepts Ql+Qn | Ln BL+FL Yes No
[34]] IN Concepts Ql Ln FL No No
[35]] IN NEFC Ql+Qn | Ln FL Yes Yes
[36]| IN Concepts Ql NL FL No No
[37]] IN Concepts Ql+Qn | Ln BL No No
[38]] IN Concepts Ql+Qn NL BL No Yes
[39]| IN Concepts Ql NL FL No No
[40]| IN Concepts Ql NL FL No No
[41]] IN Concepts Ql +Qn Ln BL No No
[42]] IN Concepts Ql Ln FL No No
[43]| IN NEFC Ql+Qn | Ln BL+FL Yes No
[44] EM gﬁiﬁi‘iﬁg tlal Ln FL No No
[45]] IN Concepts Ql NL BL+FL No No
[46]| IN Concepts Ql Ln BL No No
[47] EM gg;z:g; 1 a Ln FL Yes Yes
[48]] IN Concepts Ql Ln FL No No
[49]] FM Concepts Ql Ln FL Yes No
[50]] FM Concepts Ql Ln FL Yes Yes

IN: Informal Notation. FM: Formal Modeling. Ql: Qualitative. Qn: Quantitative.
NEFC: No Extending Formality Contribution.
Ln: Linear. NL: Non-linear. FL: Forward Looking. BL: Backward Looking

the future. It is also identified from the table that there are few works providing
structured analysis process and there is a need for more research in this context.

As it is shown in Table 10.10, there are methods/techniques/models/frame-
works for both specific and general applications. However, almost all of them
have the potential to be used for other applications. Thus, it is important to
consider different domains since it is possible to use methods/techniques/mod-
els/frameworks from other domains with tiny changes. Based on the table,
there are few papers providing discussions on how they support safety stan-
dards. However, they may have the potential to support different safety stan-
dards. Thus, it is important to provide evidence on how they can support the
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Table 10.10: Summary of the reviewed primary studies in relation to the third
research question

ID Application POteflﬁa.l for other Support for standards Presen‘c e of
applications scenarios
[32] General Yes NM Yes
[33] | Specific Yes Ig/{s({];:)C 61508 and TEC Yes
[34] General Yes NM Yes
[35] General Yes NM Yes
[36] Specific Yes NM Yes
[37] Specific No NM Yes
[38] Specific Yes NM Yes
[39] General Yes NM Yes
[40] | General Yes M (SAE ARP-4761) Yes
[41] General Yes NM Yes
[42] | Specific Yes NM No
[43] General Yes NM Yes
[44] General Yes NM Yes
[45] General Yes NM Yes
[46] General Yes NM Yes
[47] Specific Yes NM Yes
[48] Specific Yes NM Yes
[49] | General Yes gIA(SISZ(I) 424682_2%)%2)180/_ Yes
[50] Specific Yes M (IEC 61508, etc.) Yes

NM: Not Mentioned. M: Mentioned

standards to ease their selection when practitioners need to choose a method-
/technique/model/framework for complying with standards. It is also shown
that there are scenarios presented in almost all papers which shows a positive
feature of the works since it is really important to show the capabilities of the
contributions on specific scenarios.

As itis shown in Table 10.11, there are different challenges provided by dif-
ferent studies. Some of the most important challenges are lack of input data to
be used in different phases of the studies, lack of defined criteria for validating
and measuring significance of the contributions in different levels, lack of char-
acterization means for specific characteristics of systems such as non-linearity,
dynamic behavior, existence of delays and feedback mechanisms, lack of for-
mality and tool-support, lack of sufficient applications, lack of various scenar-
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Table 10.11: Summary of the reviewed primary studies in relation to the fourth
research question

ID | Stated challenges

1) Lack of readily available data to be used by human factor approaches that can be used in

(321 the framework

1) Determining rates in a way to allow certain influence of a factor, 2) difficulty in deter-
mining proportion of design SIL and weights of the factors, 3) requiring further research for
[33]| providing validation, 4) providing some more applications, 5) ensuring consistency over time
in the ratings, 6) including effects of system modifications and aging of equipment, 7) incor-
porating other safety influencing factors

1) Requiring tools for evaluating quantitative analysis, 2) requiring exploration to mesh with
existing safety/dependability assurance processes

1) Requiring further research for understanding the influence of human and organizational
factors on safe operations

1) Lack of measures to mitigate the risks, 2) not using information from reality such as
interviews or analysis of information flows in the development of the methodology

[37]] 1) Use of limited reports from specific databases, 2) subjectivity in the reports

[38]| 1) No criteria for assessment of the significance of introducing this approach

1) Lack of quantitative analysis, 2) limited scope of case study, 3) lack of assessment of
[39]| practicality and validity of the framework in macro level, 4) lack of comparison with other
widespread methods (other than STPA which is done)

1) Requiring further study for applicability in larger systems, 2) requiring further study for
[40]| automating the process, 3) no criteria for assessment of the significance of introducing this
approach to existing hazard analysis

[41]| 1) Requiring further research for providing details of the proposed broad concepts

[42]| 1) Lack of application, 2) lack of analysis procedure

[43]| 1) Requiring further testing, 2) requiring detailed validation

[44]| 1) Lack of quantitative analysis, 2) lack of tool support

[45]| Not mentioned

1) Lack of quantitative analysis, 2) lack of identification of the dynamic characteristics of
systems, 3) lack of non-linear relationships characterization

1) Requiring further research for providing more applications, 2) providing automatic risk
assessment, and 3) providing safeguard interpretation

1) Complexity in terms of the number of functions, 2) requiring availability of data sources
for using in other domains, 3) requiring further study for quantitative analysis, 4) lack of
[48]| identification of the dynamic characteristics of systems, 5) lack of feedback mechanisms
characterization, 6) lack of delays characterization and 7) lack of non-linear relationships
characterization

1) Requiring further research for providing more applications, 2) providing automatic risk
assessment by implementing the extensions, and 3) providing scenarios from other domains

[50]| 1) Lack of formal verification for checking safety rules consistency and the safety justification
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ios from different domains, lack of comparisons with other known methods,
existence of subjectivity, complexity and inconsistency over time. Although
these challenges are not specific for safety-critical socio-technical systems and
they are general challenges in the context of safety and risk analysis, still they
provide the possible directions for future work and for extending the current
works to have improved risk assessment for socio-technical systems. In addi-
tion, there is abundant room for further progress in considering effects of new
technological and organizational changes effects on system behavior.

10.5.2 Threats to Validity

In this subsection, we discuss about validity of the results based on the guide-
line provided in [55] and [12]. Specifically, we discuss about possible threats
regarding publication bias, identification of primary studies and data extraction
consistency.

Publication Bias Threats

Publication bias threats refer to the problem that positive results may have more
chance than negative results to be published. It can become more of a prob-
lem when specific method or technique is sponsored by influential groups in
industry. Our work is not sponsored by influential groups for a specific aim
and we used the standard search strategy based on [12] and we designed a SLR
protocol in Subsection 10.3.1. The first author provided the protocol and the
second author, who is an expert in the area with previous experiences in provid-
ing SLR performed a comprehensive review and assessment. We also scanned
grey literature (e.g., standards) to be aware of possible evidences which are not
published as articles in journals or conferences.

Identification of Primary Studies Threats

Identification of primary studies threats refer to the problems in identifying
the related studies. In order to prevent threats regarding identification of pri-
mary studies, we used standard search strategy based on [12]. We provided
search string based on our SLR goal and research questions using the PICO
criteria [24]. We selected databases based on systematic literature reviews best
practices and database evaluation in the literature. We defined inclusion and
exclusion criteria and quality assessment criteria for assessing the studies and
identifying the final primary studies.
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Data Extraction Consistency Threats

Data extraction consistency threats refer to the problems in data extraction in
consistent manner if the process is done by several researchers. In this SLR
the data extraction process is completely done by the first author and the sec-
ond author reviewed and assessed the process. Thus, there were not several
researchers involved in the data extraction process. Since the first author is a
PhD student, other checking techniques are used. For example, supervisor (the
second author) performed random check for primary studies and their results.
In addition, we defined data extraction criteria shown in Table 10.3 and we de-
fined the abbreviations used for extracted data in Figure 10.1. In addition, we
checked and updated them iteratively while we performed the data extraction
from primary studies. The aim for defining these criteria and abbreviations is to
provide consistent extracted data and to decrease subjectivity while analyzing
the primary studies. For each primary study we provided summary in struc-
tured manner and we filled Tables10.7 - 10.11 with information in relation to
each research question.

10.6 Conclusions and Future Work

In this paper, we conducted a systematic literature review to characterize works
on risk assessment of safety-critical socio-technical systems based on the de-
velopment of socio-technical systems such as new organizational and techno-
logical changes included in the systems, development of safety standards and
safety perspectives. To conduct our systematic literature review we followed
best practices, i.e., we defined research questions, search strategy and search
string. In addition, we defined study selection criteria and we used databases
selected by best practices of systematic literature reviews considering recent
database evaluation. Furthermore, we defined study selection procedure and
quality assessment criteria in order to select the most relevant publications to
the focus of our SLR. Finally, we extracted data from the selected primary stud-
ies based on the defined research questions and we provided a structured sum-
mary for each primary study. The extracted information is also summarized in
tables for more efficient comparability. Based on the research questions, we
considered the conceptualization of risk assessment and socio-technical sys-
tems (we consider characterization of socio aspects, technical aspects, orga-
nizational and technological changes effects, AR effects, risk and assessment
process). In addition, we considered the provided safety perspective, level of
formality, type of analysis, tool support, application domain, support for stan-
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dards and mentioned challenges in all the selected primary studies. Then, we
provided discussion on the results and we discussed the potential for future
work based on the analysis of the primary studies.

In the future, we aim at considering the possible future directions extracted
from the identified challenges of primary studies in order to develop the cur-
rent techniques in risk assessment of safety-critical socio-technical systems.
The results of our SLR indicate that most of the papers focus on providing po-
tential for capturing socio-technical aspects and risk and dependability aspects.
This means that the structured conceptualization is not provided in most cases.
Since the structured conceptualization provides the possibility for increasing
formality and for providing tool support, it is crucial to have more research
investigating on proposing structured conceptualization and in consequence
providing higher level of formality and automation. In the future, formality
level of conceptual modeling languages shall be improved by providing syn-
tax, semantics and tool support. In addition, based on the results of our SLR,
there is a need for providing more application scenarios considering the current
contributions in the risk assessment of safety-critical socio-technical systems.
One future research direction can be providing more scenarios from different
domains in addition to providing discussion on support for related safety stan-
dards to illustrate the applicability of current contributions in risk assessment
of safety-critical socio-technical systems. In this paper, characterization of ef-
fects of AR is considered. However, there are other technologies that may
influence on human behavior and system behavior. Another future research di-
rection is identifying the other influential technologies and characterizing their
effects. Furthermore, based on the results of our SLR, further research should
be undertaken to investigate dynamic characteristics of the systems, non-linear
relationships, feedback mechanisms and delay characterization. There is also
abundant room for further progress in validating the proposed contributions,
proposing criteria to assess the significance of the proposed approaches and
determining measures to mitigate the identified risks.
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Abstract

Technological changes such as the use of Augmented Reality (AR) along with
the advent of new organizational changes such as digitalization are on the one
hand positively changing the way of working but on the other hand they are
introducing new risks, potentially leading to not only normal but also post-
normal accidents. In our previous work, we have incrementally proposed a
novel framework, called FRAAR, for risk assessment of AR-equipped socio-
technical systems (i.e., systems integrating human, organisational and techni-
cal entities). We have also partly evaluated our framework via an industrial
automotive study and by providing comparison and positioning with respect to
other related works in a systematic literature review. In this paper, we conduct
a new study to evaluate the applicability and effectiveness of our framework in
a different domain. To do that, we choose a digitalized socio-technical factory
system, focusing on the human-robot collaboration for a realistic diesel engine
assembly task using AR-based user interface in an organization affected by or-
ganizational changes. Then, we discuss about the extent the conceptualizations
provided by the framework are effective to capture the essential information for
risk assessment in socio-technical robotic manufacturing, the extent the robotic
safety standards are supported (to demonstrate the applicability of the frame-
work in the robotic domain) and the extent of development in risk assessment
with respect to AR and organizational changes. Finally, we discuss about va-
lidity of our work and we provide our findings and possible future works.
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11.1 Introduction

In the contemporary socio-technical systems (i.e., systems integrating human,
organisational and technical entities), there is a growth in technological changes
such as the use of augmented reality in addition to organizational changes such
as digitalization. On one hand, these changes have the potential to improve the
system performance but, on the other hand, they may introduce new depend-
ability threats to the system leading to hazards and ultimately to normal as well
as post-normal accidents. Post normal accidents [1] are new kinds of accidents
due to the new organizational changes such as digitalization and globalization.
Since these new organizational changes may introduce new kinds of depend-
ability threats, it is important to consider these new threats while assessing the
risk of the recent systems.

Within, the industrial automation sector and more specifically within the
manufacturing sector, for instance, automation is being digitalized and the
robotic fabrication is being transformed into collaborative fabrication. Hence,
the complexity of the digital manufacturing is increasing and potentially lead-
ing to post-normal accidents. A recent systematic literature review [2], for in-
stance, shows that technological changes influence digital manufacturing and
new challenges are brought in. Within robotic manufacturing, accidents can
happen. As it was reported in [3], a robot killed a worker at Volkswagen plant
in Germany. This accident happened when the worker was setting up the sta-
tionary robot and the robot grabbed and crushed him against a metal plate.
To prevent these accidents, it is necessary to investigate the changes and their
effects on safety.

Based on ISO 45001:2018 [4], which is a standard that asks businesses to
look at hazards posed by “the design of work areas, processes, installations,
machinery/equipment, operating procedures and work organization, including
their adaptation to the needs and capabilities of the workers involved” [5], risk
is defined as “a combination of the likelihood of occurrence of a work-related
hazardous event or exposure and the severity of injury or ill-health that can
be caused by the event or exposure”, while hazard is defined as source with
a potential to cause injury and ill-health. In the specific context of collabora-
tive fabrication, robotics standards also apply and define specific practices for
assessing risk.

To assess risk of socio-technical systems (including robotic systems), var-
ious techniques exist. In [6], for instance, the author proposes a technique for
hazard analysis of human-robot interactions based on the HAZOP (Hazard Op-
erability) technique [7] and UML (Unified Modeling Language) [8]. Specif-
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ically, UML is used for partitioning and describing the system. In addition,
guide words and guidelines to enable the analyst to imagine possible deviations
for each element of the system. The deviations are then transferred to HAZOP
tables and their causes, consequences and recommendations are provided. An
ergonomic risk assessment is conducted in [9] using process-failure mode ef-
fect analysis for different automation levels in human-robot interaction. The
proposed risk assessment can be used by manufacturers to assess risk before
installing robots in the intended environment. In qualitative assessment, level
of severity of potential harm is determined, which can be catastrophic, criti-
cal or minimal. In quantitative assessment, metrics are determined and they
are compared with risk criteria or critical number (multiplication of severity of
the accident and occurrence of the event). Implementing actions for minimiz-
ing the likelihood of the risk is considered for risk reduction. In our previous
work, we proposed a risk assessment framework called FRAAR (Framework
for Risk Assessment in AR-equipped socio-technical systems). This frame-
work includes modelling capabilities for capturing effects of augmented reality
and organizational changes on socio-technical system’s behavior. To demon-
strate the effectiveness of the FRAAR’s modelling capabilities for capturing
risks caused by human, technical, organizational and AR-related aspects, we
conducted a case study based on an automotive case [10]. As documented in
[11], our framework also includes modelling capabilities to capture the global
distance [12] and factors related to organizational changes leading to post nor-
mal accidents [1] such as digitalization. So far, however, our framework has
not been applied to the robotic systems, which are systems incorporating orga-
nizational changes besides augmented reality.

Hence, in this paper, we fill this gap and choose a digitalized socio-technical
factory system with the focus on human robot collaboration for a realistic diesel
engine assembly task using AR-based user interface. We use guidelines pro-
posed by Runeson and Host [13] to conduct our study in a structured manner.

More specifically, in this paper, we aim at analyzing applicability and ef-
fectiveness of our previously proposed framework for assessing risk of AR-
equipped socio-technical systems with respect to consideration of AR effects,
organizational changes and support for standards in robotic domain. For this
purpose, we use a case of human robot collaboration and we use percentage
of supported risk assessment steps defined by related safety standards and per-
centage of covered typical human robot interaction failures to demonstrate the
applicability and effectiveness of this framework in robotic domain. In addi-
tion, we use percentage of identified risk sources with respect to AR and orga-
nizational changes in order to illustrate the extension provided by the frame-
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work with respect to AR and organizational changes. We consider related
safety standards such as ISO 10218-1:2011 [14], which is a standard for robots
and robotic devices. We undertake this study based on the guidelines proposed
by Runeson and Host [13]. Finally, we discuss about validity of our work and
potential future research directions.

The paper is organized as follows. In Section 11.2, we recall the back-
ground and we discuss the related work. In Section 11.3, we present the re-
search method used in this paper. In Section 11.4, we report about how we
planned and designed our study. In Section 11.5, we discuss the execution of
the study. In section 11.6, we discuss about the results and threats to valid-
ity. In Section 11.7, we draw our conclusion and we present potential future
research directions based on our findings.

11.2 Background and Related Work

11.2.1 Background
Basic Concepts

For sake of clarity and self-containment, in what follows, we recall the defi-
nitions of some key terms (dependability threats, hazard, risk, harm and acci-
dent). Dependability threats [15] are faults, errors and failures. Fault is cause
of error, error is cause of failure and failure (service failure) is deviation of
the provided service with respect to the correct service. Thus, in case of prop-
agation, faults can lead to errors and errors can lead to failures. This causality
chain is shown in Figure 11.1. As it is shown in this figure, dependability
threats can lead to hazard, which is associated with a specific risk and hazard
can lead to harm (sometimes referred to as accident).

. " . .| Hazard | Harm
Fault activate ) Error propagate ) Failure generate ) can lead to ) -
(Accident)

association

Risk

Dependability threats

Figure 11.1: Relationships between dependability threats, hazard, risk and
harm

A failure may manifest itself in different forms which is called failure
mode. There are various categorizations for failure modes. Based on [16], fail-
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ure modes are categorized to three categories: 1) provisioning (omission (no
output is provided), commission (output is provided when not expected)), 2)
timing (early (output is provided too early), late (output is provided too late)),
3) value (course (output not in expected range of value and user can detect),
subtle (output not in expected range of value and user can not detect)).

Risk Assessment of AR-equipped Socio-technical Systems

In [10], FRAAR (Framework for Risk Assessment in AR-equipped socio-
technical systems) is proposed based on ConcertoFLA analysis technique [17]
and by integrating modeling extensions for modeling various socio factors,
AR-related factors and factors related to organizational changes. The method-
ology of the provided framework, shown in Figure 11.2 (using a V-model struc-
ture), includes four main steps:

Modeling
Analyzing

Step 1: What are the

X Step 4: How is the
involved entities of the What are the safety goals and safety requirements [l system behavior based
based on analysis results?

system including [l on provided model?
technical (including AR) * |

and socio entities? Analyze system
behavior

System Level

Involved entities are I
modeled as composite |
|
T

I
I
components |
’ Step 2: What are Step 3: How is the
important aspects of behavior of each
I

each entity? aspect?

Analyze the behavior of |
each sub-component |
(Analysis at component |
level to model the
behavior)

Important aspects are I
modeled as sub- |
components using |

Component Level

extended SafeConcert

Figure 11.2: Methodology of the FRAAR framework [10]

 Step 1: Identifying the involved entities including socio entities and technical
entities (such as AR). The entities are modeled as composite components at
system level.

» Step 2: Identifying the important aspects of each entity. This step is done
based on SafeConcert modeling language [18] and the extended modeling el-
ements proposed in [11]. The important aspects are modeled as sub-components
of the composite component modeling the related entity. Based on extended
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SafeConcert modeling language, system element can be a component or a
connector (for modeling connections) and a component can be socio, soft-
ware or hardware component. Extended modeling elements include con-
structs for modeling socio entities which are human and organization shown
in Figure 11.3 and Figure 11.4. Modeling elements with gray color show
the elements related to organizational changes and modeling elements with
dotted line border are AR-related modeling elements.

Human Fault Unit %1 : Human Human Actuator Unit |
. - ¥
T i)
Physical/Mental capability Physical state Conformiﬁg to rules Acting
— — F——— - : L R ey pr—
Training/Experience | ' Brain elicitation Restorative physical Assisted conforming Executing Communicating
health measure to rules  —  S—
Interactive training/ | |_Authorization | | Ensuring goal Engaging
experience | Mental state achievement

by feedback

N Restorative mental

B | Social presence | health measure Human SA Unit
,,,,,,,,,,,,,,,, 1. F——-

Geographic fll Temporal l§ Cultural . Paying attention Identifying
distance distance distance Human Process Unit | 1 - e
\ Directed ?aying Perceiving
————— — 1 attention ——

Social

Deciding/Making plan i i
g/ g pl Information processing (IP) | | .
A Detecting Accelerated | | Surround
Selecting task Finding a solution Inputting short- Retrieving ] perceiving | ' perceiving
‘on the hoof’ term memory from memory o
— Accelerated Surround [Sensing
Selecting goal 8 detectin; i
e Applying a problem Storing in long- Decrease | oo L. | —)
solving rule term memory overload IP .
Selecting Low visibility Infrared/Lidar/ | | Surround

target state detecting GPS Sensing sensing
e —— Supported deciding

Figure 11.3: Extended human modeling elements [11]

» Step 3: Modeling failure behavior of each sub-component by analyzing its
behavior at component level. This step is done by using FPTC syntax [19].
Based on this syntax, FPTC rules are used as logical expressions for relating
combinations of input failure modes to output failure modes in each sub-
component.

FPTC syntac for modeling failure behavior is expressed as follows:

behavior = expression+

expression = LHS ‘=’ RHS
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| Organization and regulation unit = Organization Task unit

I ] . ———— 1 1 *

L 1 .- I
A

e

—| ——— pressure  —
| —F— 1

[ organizational climate | \ Communication \ [ Forming intent Procedure

[ R Al ] Complexity

I r ! RN .
Organizational process Supervisory Monitoring and 1 T ! AR guided |
violation feedback v Bleitalized task |
I
Rules and regulation

-
Q
7
=~

Environment

Oversight Aﬁ ___________
——— Condition i Augmented environment |
Organizational strategy | i
Organizational structure
Equipment Globalized environment
e——
Industrial | Financialized -

Networked structure strategy strategy Self-regulated environment

Figure 11.4: Extended organization modeling elements [11]

LHS = portname‘.’” bL | portname

<> bL (*, portname ‘. bL) +

RHS = portname‘.” bR | portname

<’ bR (, portname .’ bR) +

failure = ‘early’ | ‘late’ | ‘commission’ | ‘omission’
‘valueSubtle’ | ‘valueCoarse’

bL = ‘wildcard’ | bR

bR = ‘noFailure’ | failure

Using wildcard for an input shows that the behavior of output will be the
same regardless of the failure mode of this input and noFailure is used for
modeling normal behavior. As an example of a FPTC rule, we can consider
”IP1.noFailure = OP1.noFailure”, which shows modeling failure behavior
of a component with input IP1 and output OP1. The FPTC rule shows that
normal behavior on IP1 is propagated to OP1. In this case the component’
behavior is classified as propagational. If the component produces a failure
on the output, while there is normal behavior on its input, then it is classified
as source. If the component provides normal behavior on its output, while
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there is a failure on the input, then it is classified as sink. Finally, if the
component transforms failure mode on its input to another failure mode on
the output, then it is classified as transformational.

e Step 4: Analyzing system behavior based on the provided model. The cal-
culation is based on ConcertoFLA analysis technique [17], which is an ex-
tension of FPTC analysis technique [19] and it is implemented as a plugin
within CHESS toolset [20]. This technique performs qualitative analysis by
automatic calculation of failure propagation. Similar to FPTC technique, the
system architecture is considered as token-passing network and tokenset is
set of possible failures that may be propagated along a connection. Maximal
tokenset is calculated for each connection using a fixed-point calculation to
obtain system behavior.

The added value of FRAAR framework in comparison to Concerto-FLA
is integration of more socio factors, AR-related factors and factors related to
organizational changes in the modeling and analyzing processes. Provided fail-
ure calculation can be used for identifying and analyzing the possible hazards
and their associated risk (by using related safety standards).

As it is shown in Figure 11.2, based on the analysis results, safety goals
and safety requirements are defined and another iterations of steps can be per-
formed to judge if the risk is reduced to an acceptable level or not.

Goal Question Metric method

The Goal Question Metric approach (GQM) [21] is a method for measuring
based on specific purpose. Based on this method, goals should be defined at
the first step. Then, research questions should be defined based on the goals.
Finally, metrics should be defined based on the research questions and in a
way to reach the defined goals. In this way the metrics provide the possibility
to analyze goal achievement. It has been used in several projects such as NASA
Goddard Space Flight Centre environment [22].

Robotic Safety Standards

There are six main relevant standards and technical specification for risk as-
sessment in human robot collaboration domain:

* ISO 12100:2010, safety of machinery - General principles for design - Risk
assessment and risk reduction [23]
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* ISO 10218-1:2011, Robots and robotic devices — Safety requirements for
industrial robots — Part 1: Robots [14]

* ISO 10218-2:2011, Robots and robotic devices — Safety requirements for
industrial robots — Part 2: Robot systems and integration [24]

e ISO/TS 15066:2016, Robots and robotic devices - Collaborative robots [25]

* ISO 13849-1:2015, Safety of machinery — Safety-related parts of control sys-
tems - Part 1: General principles for design [26]

* ISO/DIS 10218-1 Robotics - Safety requirements for robot systems in an
industrial environment - Part 1: Robots (under development)

Based on standard ISO 12100:2010 [23] risk is “combination of the proba-
bility of occurrence of harm and the severity of that harm”. Severity of the harm
(S) is classified as S1 (for occasions with slight injuries which are reversible)
and S2 (for occasions with serious injuries or death which are irreversible).
Probability of occurrence of harm (P) is classified as P1 for occasions where
there is chance of avoidance or significant decrement in effects, otherwise it
is classified as P2. Based on standard ISO 13849-1:2015 [26], safety-related
PLr (required performance level) is determined based on severity of injury (S),
possibility of avoiding or limiting harm and probability of occurrence (P) and
frequency and/or exposure to hazard (F). Frequency and/or exposure to hazard
is classified as F1 for occasions with exposure time less than or equal to 1/20
of overall operating time or frequency of less than or equal to once per 15 min,
otherwise it is classified as F2. Determining the required performance level is
shown in Figure 11.5.

Standard ISO 10218-1:2011 [14], provides guidelines and requirements for
design, measures and use of industrial robots. Basic hazards are recognized for
industrial robots and industrial robot systems. However, it is discussed that the
numbers and types of hazards are different for various kinds of robots with dif-
ferent automation process and installation complexity. In addition, the sources
of the hazards are specific for each particular robot. Standard ISO 10218-
2:2011 [24], which is complementary part of ISO 10218-1:2011 specifies the
requirements for robot systems, integration and their installation. It also con-
tains significant hazards for robot and robot systems. However, other hazards
for specific applications must be addressed based on individual basis.

Based on technical specification ISO/TS 15066:2016 [25] collaborative op-
eration means “state in which a purposely designed robot system and an oper-
ator work within a collaborative workspace”. The aim of using collaborative
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Figure 11.5: Determining required performance level based on [26]

robots is to integrate the competencies of robots such as repetitive performance,
precision, power and endurance with the skills and abilities of human. Tradi-
tional applications prevented human intervention during the robot activity and
it caused lower speed and not being able to automate some operations. In order
to have collaboration between human and robot operations, it is essential to
consider safety related issues and assess the risk during the collaboration.

Based on standard ISO 12100:2010 [23], risk assessment is the process
containing risk analysis and risk evaluation. Risk analysis is the process con-
taining defining the limits of the machine, identifying hazards and estimating
the risk. Risk evaluation is “judgment, on the basis of risk analysis, of whether
the risk reduction objectives have been achieved”. This process is more ex-
tended in ISO 10218-2: 2011 by considering robot system which contains
industrial robot, end-effector(s) and any supporting machinery, equipment or
sensors. In addition, task identification is considered during the risk assessment
process to determine the potential occurrence of hazardous situations. Finally,
in ISO/TS 15066:2016 the risk assessment is defined containing the following
actions:

* Risk analysis

— Determining the limits of the robot system (intended use and foreseeable
misuse)
— Identifying the hazards and associated hazardous situations

% considering robot related hazards
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% considering hazards related to the robot system
* considering application related hazards
# identifying tasks

— Estimating the risk of each hazard and hazardous situation
* Risk evaluation

— Evaluating the risk and taking decision about necessity of reducing the
risk based on risk analysis results

In traditional robot system installations it was not possible for human to
work in close proximity to robots unless the power of the robot was discon-
nected. Since in human robot collaboration they can operate in the same
workspace while the power of the robot is connected, it is of high importance to
take into account potential hazards and their related risk. Technical measures
for risk reduction are based on main principles defined in ISO/TS 15066:2016:
1) hazard elimination by design or hazard reduction by substitution. 2) pre-
venting the human to face the hazards or providing a safe state before human
come to the hazardous situation, 3) risk reduction during the interventions.

11.2.2 Related Work

In [27], the authors provide a case study for safety analysis in aircraft ground
handling services using STAMP (Systems Theoretic Accident Model and Pro-
cess) causation model [28]. Based on the case study, the limitations of using
this model as an organizational management theory are discussed. For exam-
ple, it is discussed that behavior of people is not represented and by placing
a control on behavior without knowing its driving forces, the possible contri-
bution of workers to safety and the complexities that they face are neglected.
In addition, it is recommended in this study to use complementary approaches
to STAMP in order to consider social dynamics and understanding emergent
behavior of systems before introducing control. In [29], the authors provide a
case study for modeling and situational awareness analysis of human-computer
interaction in the aircraft cockpit. It considers the model with three modules:
pilot agent, technical system and environment modules. Two scenarios with
human-computer interaction are used and the results are compared with past
studies to illustrate the advantages. In [30], the authors provide a case study
for modeling heating, ventilation and air-conditioning (HVAC) systems using
FRAM (Functional Resonance Analysis Method) [31]. In order to decrease the
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complexity of the FRAM model representation, a layered FRAM is presented
in this study. Scenarios containing dynamic nature of complex socio-technical
systems are considered and the results show better view of the functions and
facilitation in analyzing the model.

In [32], the authors discuss the challenges of providing safety in an intel-
ligent human robot collaborative station using the current safety standards and
the need for updating and improving them. As it is explained in this paper,
according to robotic safety standards, it is mandatory to have risk assessment
process for all robotic applications. However, the standards do not support the
collaboration in an efficient manner. Manual assembly station from a truck en-
gine final assembly line is used as a use-case and five hazards are identified and
described. For each hazards some recommendations are provided to reduce the
risk. Finally, a new collaboration mode called “Deliberation in planning and
acting” is suggested to include advanced control strategies and improve the
current standards. For implementing the suggested mode, control system com-
ponent should be added to support the deliberation and to provide an agreed
plan for safe collaboration. Good understanding of the system and well re-
ceived education and training is also required by the operator.

In [33], the authors propose a systematic risk assessment approach and ap-
ply it to an automated warehouse use case. Based on the proposed approach,
different humans with different levels of interaction are identified and their
safety requirements are provided. In addition, a list of hazards and their related
scenarios are identified using HAZOP method. Finally, the hazards are ana-
lyzed, and safety requirements and recommendations are generated to be used
in the next risk mitigation phase. Furthermore, a simulation setup is imple-
mented for risk management process using a Virtual Robot Experimentation
Platform (V-REP).

In [34], the authors conduct a comprehensive and systematic literature re-
view characterizing works on risk assessment of safety-critical socio-technical
systems based on development of conceptualization of socio-technical systems
including technological and organizational changes, evolution of safety stan-
dards and safety perspectives. In this paper, we aim at investigating applicabil-
ity and effectiveness of our previously proposed risk assessment framework for
AR-equipped socio-technical systems in human robot collaboration domain by
considering related safety standards.
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11.3 Research Methodology

This section describes the research method that we used for conducting and
reporting our study. The research method is based on the guidelines for con-
ducting and reporting case studies by Runeson and Host [13]. Based on the
guidelines, a case study is “an empirical method aimed at investigating contem-
porary phenomena in their context”. There are five main steps for conducting
and reporting a case study:

1. Case study design: In this step, objectives should be defined and the case
study should be planned. In order to define objectives, a set of research
questions can be defined. In order to plan the case study, the case (object of
study) and case study protocol should be defined.

2. Preparation for data collection: In this step, procedures and protocols for
data collection should be defined. The principal decisions on methods for
collecting data are taken in the design step (defining the case study protocol)
and the details of procedures are defined in this step.

3. Collecting evidence: In this step, the case study should be executed and
data should be collected according to case study protocol. It is important
to have several data sources to limit the effects of one data source inter-
pretation. The collected data should provide the ability to address research
questions.

4. Analysis of collected data: In this step, the collected data should be an-
alyzed by defining an analysis methodology. There would be conclusions
from the analysis such as recommendations for future studies.

5. Reporting the results: In this step, the results should be reported. The re-
sults include answers to the research questions, conclusions, suggestions for
future research direction. Threats to validity can be analyzed with proposing
countermeasures to reduce them.

we regroup these steps into 3 main activities as follows. Activity one, called
planning the study, includes: step 1 and step 2; activity two, called executing
the study, includes: step 3, step 4 and activity three, called discussion on the
results and their validity which refers to step 5. We explain execution of these
activities in the following sections.
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11.4 Planning the Study
11.4.1 Objectives

We aim at evaluating the applicability and effectiveness of the FRAAR frame-
work for the purpose of assessing risk of an AR-equipped socio-technical sys-
tem in human robot collaboration domain with respect to considering effects of
AR, organizational changes and support for standards. Based on this objective,
we define the following research questions (Qs):

1. QI: To what extent are the related safety standards in the robotic domain
supported (which demonstrates the applicability of the framework in robotic
domain)?

2. Q2: To what extent are the conceptualizations provided by the framework
effective to capture the essential information for assessing risk in the socio-
technical robotic factory?

3. Q3: To what extent is the risk assessment effective with respect to capturing
factors related to effects of AR and organizational changes?

Based on these research questions, we define metrics for characterizing and
answering the research questions.
Metrics based on Qs:

1. M1: Percentage of supported risk assessment steps provided by standards.
2. M2: Percentage of covered typical human robot interaction failures.

3. M3: Percentage of extensions on identified risk sources with respect to ef-
fects of AR and organizational changes.

We show the defined goal, research questions and metrics based on GQM
model in Figure 11.6.

11.4.2 Selected Case

In this subsection, we describe an AR-equipped socio-technical system which
we selected based on [35] and a taxonomy of typical failures in human robot
collaboration proposed in [36].

The system contains the following entities:

¢ Technical entities:
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Goal: Evaluating the applicability and effectiveness of FRAAR
framework in socio-technical robotic manufacturing with
respect to considering effects of AR and organizational
changes and support for related safety standards

Q1: To what extent are the related Q2: To what extent are the Q3: To what extent is the risk
safety standards supported which conceptualizations provided in FRAAR assessment effective with respect
demonstrates the applicability of effective for capturing essential information to capturing effects of AR and
the framework in robotic domain? in socio-technical robotic manufacturing? organizational changes?
M1: Percentage of supported M2: Percentage of covered M?: Perf?nta'ge o extenspn
X N on identified risk sources with
risk assessment steps of typical human robot respect to effects of AR and
related safety standards interaction failures P

organizational changes

Figure 11.6: Defined goal, questions and metrics using GQM method

— A robot collaborating with the human worker for the engine assembly task.

— An AR user interface for illustrating information such as instructions and
robot status to the human worker.

¢ Socio entities:

— A human worker who is working in local diesel engine manufacturing
company.

— Diesel manufacturing organization which is responsible for providing rules
and regulations, proper work conditions and etc.

Interactive AR-based user interface (UI) proposed in [35] provides capa-
bilities to improve safety of collaboration between human and robot in diesel
manufacturing. There are two types of implementations for the AR-based UI:
using projector-mirror setup (Figure 11.7) or wearable AR gear (HoloLens)
(Figure 11.8). In projector-mirror setup the AR indications are shown on the
table around the robot, while in wearable AR HoloLens the indications are
shown on the display of the headset used by the human worker. We focus on
projector-mirror setup.

The AR-based UI provides six main indications: 1) danger zone which is
the region the worker should avoid, 2) changes of human zone, 3) GO and
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Figure 11.8: Robot and Human using AR-based wearable HoloLens UI[35]

STOP button for starting and stopping the robot, 4) CONFIRM button for veri-
fying and changing of regions, 5) ENABLE button for enabling GO and CON-
FIRM buttons and 6) a graphical display box containing the instructions and
status of the robot.

The considered task is based on [35] which is a part of a real engine assem-
bly task taken from a local company. It contains five sub-tasks which one of
them (sub-task 4) is collaborative and we have the focus on that. These sub-
tasks are: 1) installing 8 rocker arms (by human), 2) installing the engine frame
(by robot), 3) Inserting 4 frame screws (by robot), 4) installing the rocker shaft
(bringing and providing required force by robot and accurate positioning by
human), 5) inserting the nuts on the shaft (by robot). The rocker shaft weights
4.3 kg and it is helpful to use a robot for bringing it. However, it is also crucial
to consider safety issues while the human is in close distance and dropping the
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shaft on human worker’s hands would lead to serious injuries.

In [36] a taxonomy of typical failures in human-robot collaboration is pro-
vided based on a literature review conducted in the paper. Based on this taxon-
omy there are two main types of failures in human robot collaboration: tech-
nical failures and interaction failures. Technical failures are categorized to
hardware and software failures. Interaction failures are categorized to human
errors, environment and other agents, and social norm violations. Software
failures are categorized to design failures, communication failures (categorized
to incorrect data, bad timing, extra data and missing data), and processing
failures (categorized to missing events, timing and ordering, abnormal termi-
nations and incorrect logic). Hardware failures are categorized to effectors,
power, control and sensors failures. Human errors are categorized to mistakes,
slips, lapses and deliberate violations. Environment and other agents failures
are categorized to group-level judgment, working environment and organiza-
tional flaws.

11.4.3 Study Protocol

Based on [13], there are three types of data collection techniques: first degree
(researcher in direct contact with the subjects collecting data in real time such
as interview), second degree (researcher collects data without interacting with
the subjects such as observation) and third degree (analysis of work artifacts
such as using archival data). In this study, we use the third degree data col-
lection technique. However, we use multiple sources of evidence in order to
increase trustworthiness of the work. For selecting the case containing aug-
mented reality in a real context, we use [35] which describes an AR-equipped
socio-technical system with its real-life context. In order to model technical
entities, we use technical details described in the related product websites. In
addition, we collect data based on Goal Question Metric method (GQM) [21]
which is a goal-oriented measurement technique as we explained in Subsec-
tion 11.2.1. Based on this technique, the goal of the study is defined and then
research questions are defined based on the goal to trace goal to data intended
to define the goal operationally. Finally, metrics are defined based on the re-
search questions for characterizing and answering them to achieve the goal.
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11.5 Executing the Study
11.5.1 System Modeling

Based on the first step of the FRAAR framework explained in Subsection 11.2.1,
in order to model the system, we need to identify the system entities (as we

identified in Subsection 11.4.2). Then, based on the second step, we need to

identify the important aspects of each entity. Important aspects are required

for modeling sub-components of each composite component representing the

related entity. We identify important aspects of the robot collaborating with hu-

man using the description provided in [35] and product technical specifications

in [37] and [38]. For identifying human and organization important aspects,

we use the extended modeling elements of FRAAR framework extracted from

[11] and shown in Figure 11.3 and Figure 11.4.

 Important aspects of robot:

— Control box hardware: it is a hardware for receiving command from com-
puting system and providing control commands for controlling the arm
and gripper using its related software.

— Control box software: it is a software in relation to control box hardware
for providing the commands.

— Arm: it is a hardware for receiving command from control box and pro-
viding the required movement.

— Gripper: it is a hardware for receiving command from control box and
providing the required movement.

 Important aspects of projector-mirror UI:

— RGB-D sensor: it is a hardware for capturing color image (RGB) and
depth information from the scene and providing the required information
to be sent to the computing system.

— Computing system hardware: it is a hardware in relation to the computing
system software for conducting the computations.

— Computing system software: it is a software for providing command for
robot and for providing the required input for 3LCD projector using the
received information from RGB-D sensor.

— A 3LCD video projector: it is a hardware for receiving information from

computing system and providing a 1920*1080 color image with 50 Hz
frame rate.
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— Mirror: it is a hardware for increasing the projection area.

 Important aspects of human worker:

Mental state: it refers to mental state of human that may influence on hu-
man behavior. For example, there may be problem in mental state because
of time pressure and it would influence on worker behavior and leads to
wrong decision and execution.

— Detecting: it refers to human detecting function.
— Deciding: it refers to human deciding function.
— Executing: it refers to human executing function.

— Information processing: it refers to human information processing func-
tion.

— Communicating: it refers to human communicating function (for example
with other people).

— Cultural distance: it refers to a factor related to organizational changes.
For example, if there is any misunderstanding between the worker and the
manager due to distance between their cultures.

— Interactive training/experience: it refers to a factor related to AR. When
AR is used in the system, it is required for the worker to have training/ex-
perience to be able to work with AR interface.

Conforming to rules: it refers to a human function for conforming to rules.
* Important aspects of diesel manufacturing organization:

— Financialized strategy: it refers to a factor related to the effects of new
organizational changes that causes increasing power of financial actors
leading to new strategies.

— Time pressure: it refers to a factor that may influence on human behavior,
because time pressure may cause wrong decision and execution by human.

— Condition: it refers to the condition provided by the organization.

— Augmented environment: it refers to the environment provided by using
augmented reality. For example, when a projector is used for illustrat-
ing AR information, the augmented environment is the virtual displayed
information along with the physical environment of the user.

— Resource management: it refers to managing the resource in organization.
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— Organization and regulation AR adoption: it refers to updating rules and
regulations based on changes due to AR.

Equipment: it refers to equipment used for performing the task.
Organizational process: it refers to daily corporate decisions.

Oversight: it refers to providing feedback for managers.

digitalized task: it refers to a factor integrating effects of organizational

changes. It refers to task definition provided by organization while the
task is digitalized as an organizational change.

An overview of the integration of human worker, AR-based projector-mirror
UI, robot and organizational factors is provided in Figure 11.9.
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Figure 11.9: Integration of human worker, AR-based projector-mirror UL, robot
and organizational factors (adapted from [39] and [40])

In Figure 11.10, we show how the considered AR-equipped socio-technical
system is modeled using the extended modeling language of FRAAR frame-
work. Human worker contains nine sub-components with four inputs. Three
of human inputs are from organization and one is from system input as com-
municating input. Interactions between different sub-components are shown in
the figure. The output of human worker is Human Action shown by HA.

Robot has five sub-components and one input coming from a computing
system which contains the commands which should be executed by the robot.
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AR-equipped Socio-technical System

AR-based_Projector_Mirror_Ul Robot

RGB-D_Sensor
— 0oP1
g @

Computing_System

Control_Box

RGB-D|

1PS 1P6’

LE!J 3LCD_Projector |OPS ‘ Mirror ‘ops
[ CHﬂ

\ Organization

1
1P13] Augmented_

Environment

Resource_
Management

1P21

Financialized_

Strategy

Org._and_Reg._
AR_Adoption

1P16

oP14

oP15

Worker

Conforming_
to_Rules

Deciding

Interactive_Training
_Experience

Information_
Processing

Communicating | w34| Cultural_Distance ]

Figure 11.10: Modeling of the AR-equipped socio-technical system
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Output of the robot is robot action which is shown by RA. AR-based Projector-
mirror Ul has six sub-components and one input which is input of the system
containing the RGB-D data sensed by sensor, shown by RGB-D.

Organization has ten sub-components and two inputs, one coming from
mirror and the other input is connected to the input of the system. The input
coming from the system input is influences from regulation authorities shown
by REG. The organization has four outputs. One of them is connected to sys-
tem output shown by OS, which is output of oversight sub-component and
provides the feedback for managers about the organization. The other three
outputs are from augmented environment, time pressure and organization and
regulation AR adoption, which are connected to worker inputs.

11.5.2 System Analysis

This subsection reports on the analysis of the system based on step 3 and step
4 of the FRAAR framework explained in Subsection 11.2.1. We assume that
human worker and robot are collaborating to perform sub-task 4 explained in
Subsection 11.4.2 and we consider three scenarios as examples and we show
the analysis results.

Scenario 1:

Description of the scenario: In this scenario, we assume that failure in
the system is emanated from the financialized strategy. For example, because
of increasing power of financial actors, new strategies are assigned to increase
production. This can lead to changes on definitions of organization process and
it causes changes in definition of the digitalized task (for example the collab-
oration between human and robot should be performed with higher speed). It
can cause time pressure for worker. Time pressure can cause improper mental
state, incorrect information processing, incorrect deciding and incorrect exe-
cuting by the human worker and the human worker may move his/her hands
under the rocker shaft when the robot is bringing it to install it (value failure
mode). The result is a post normal accident, because it is due to new organiza-
tional changes.

Modeling failure behavior: The activated FPTC rules are underlined in
Figure 11.11. In this scenario, financialized strategy behaves as source and
while there is no failure on its input, it produces valueSubtle failure on its
output. Organizational process, digitalized task, time pressure, mental state,
information processing and deciding sub-components behave as propagational
and propagate valueSubtle from their inputs to their outputs and executing sub-
component transforms valueSubtle to valueCoarse. The reason is that value



332 Paper E

failure in executing function can be detected by user.

Analysis of system behavior: ValueSubtle failure mode on IP18 means
that the there is failure in the provided financialized strategy. ValueSubtle
propagates to organizational process, digitalized task, time pressure, mental
state, information processing, deciding and executing. The failure propagation
is shown by blue color.

Interpreting the results: Based on the back propagation of the results, we
can explain how the rules are triggered. ValueCoarse on OP40 is because of
valueSubtle on OP39 and it is because of valueSubtle on OP37. ValueSubtle
on OP37 is because of valueSubtle on OP32 and it is because of valueSubtle
on OP20. ValueSubtle on OP20 is because of valueSubtle on OP19 and it is
because of valueSubtle on OP18. Finally, valueSubtle on OP18 is because of
valueSubtle on OP17.

The results can be helpful to support hazard identification and analysis re-
quired by safety standards used in robotic and human robot collaboration.

In this case, unexpected movement by human is the identified hazard and
the reason is improper financialized strategy leading to time pressure. Sys-
tem failure in this scenario would lead to sever injury since the human worker
would move his/her hands under the rocker shaft when the robot is bringing
the shaft to install it. Based on the standard ISO 13849-1:2015 [26] explained
in Subsection 11.2.1, severity is s2 and frequency and duration of exposure to
the risk is f1 and the possibility of avoiding the risk is pl. Thus, based on
Figure 11.5, required performance level is PLr = ¢, which is quit high.

In this case we define the following safety requirement:

 Safety requirement: Evaluation for financialized strategies shall be pro-
vided.

Scenario 2:

Description of the scenario: In this scenario, we assume there is failure in
the augmented environment, while there is no failure in the augmented reality
information provided by the projector and there is also no failure in the con-
dition and equipment provided by the organization. However, the table used
for projection of AR information has some patterns on it and it causes that the
worker misread (value failure mode) the AR information shown by projector.
This leads to wrong detecting, wrong information processing, wrong deciding
and wrong executing by the human worker (value failure mode).

Modeling failure behavior: The activated FPTC rules are underlined in
Figure 11.12. In this scenario, augmented environment behaves as source
and while there is no failure on its inputs, it produces valueSubtle failure on
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Figure 11.11: Analyzing the AR-equipped socio-technical system (Scenario 1)
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its output. Oversight, detecting, information processing and deciding sub-
components behave as propagational and propagate valueSubtle from their in-
puts to their outputs and executing sub-component transforms valueSubtle to
valueCoarse. The reason is that value failure in executing function can be de-
tected by user.

Analysis of system behavior: ValueSubtle failure mode on IP30 means
that the detected AR information by the user is incorrect. ValueSubtle propa-
gates to information processing, deciding, and executing. The failure propaga-
tion is shown by blue color. ValueSubtle failure mode on IP27 means that the
oversight received from the organization is not correct. However, since it is not
detected by managers it is propagated as valueSubtle and it is not transformed
to valueCoarse.

Interpreting the results: Based on the back propagation of the results, we
can explain how the rules are triggered. ValueCoarse on OP40 is because of
valueSubtle on OP39 and it is because of valueSubtle on OP37. ValueSubtle
on OP37 is because of valueSubtle in OP30 and it is because of valueSubtle on
OP26.

In this case also, unexpected movement by human (failure in human action)
is the identified hazard and the reason is failure in augmented environment.
Similar to the previous scenario, system failure in this scenario would lead to
sever injury since the human worker may move his/her hands under the rocker
shaft when the robot is bringing the shaft to install it. In this case also severity
is s2 and frequency and duration of exposure to the risk is f1 and the possibility
of avoiding the risk is pl. Thus, based on Figure 11.5, required performance
level is PLr = ¢, which is quit high.

To reduce this risk, it is possible to limit the speed of the robot using me-
chanical safety design of the gripper. However, it may affect on system per-
formance and efficiency. Another possibility is to provide necessary display
requirements as part of safety requirements in order to prevent intervention in
the augmented environment. Thus, in this case we define the following safety
requirement:

» Safety requirement: The environment shall conform to the requirements of
AR integration.

Scenario 3:

Description of the scenario: In this scenario, we assume there is failure in
control box software. This can lead to failure in arm and gripper movements
leading to drop of shaft (value failure mode).
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Figure 11.12: Analyzing the AR-equipped socio-technical system (Scenario 2)
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Modeling failure behavior: The activated FPTC rules are underlined in
Figl1.13. In this scenario, control box software behaves as source and while
there is no failure on its input, it produces valueSubtle failure on its output.
Arm sub-component behaves as propagational and propagates valueSubtle from
its input to its output and gripper sub-component transforms valueSubtle to val-
ueCoarse. The reason is that value failure in robot movement can be detected
by user.

Analysis of system behavior: ValueSubtle failure mode in IP10 means
that the there is failure in the provided command from control box. ValueSubtle
propagates to gripper. The failure propagation is shown by blue color.

Interpreting the results: Based on the back propagation of the results, we
can explain how the rules are triggered. ValueCoarse on OP12 is because of
valueSubtle on OP8 and OP10 and valueSubtle on OP10 is because of value-
Subtle on OP9. ValueSubtle on OP8 and OP9 is because of failure in control
box software.

In this case, drop of shaft is the identified hazard and the reason is improper
provided command by control box. System failure in this scenario would lead
to sever injury since the human worker’s hands may be under the rocker shaft
when the robot drops it. In this case severity is s2 and frequency and duration
of exposure to the risk is f1 and the possibility of avoiding the risk is p2. Thus
based on Figure 11.5, required performance level is PLr = d, which is high.

In this case we define the following safety requirement:

 Safety requirement: The computing system shall actively monitor the status
of the control box.

Similarly, we can consider various other scenarios and update the system
analysis based on them to investigate further risk sources, their effects and
related safety requirements.

In this section, we applied the FRAAR framework for three example sce-
narios using some important aspects of socio and technical entities to illus-
trate how the modeling and analysis is conducted and how we can identify risk
sources and related safety requirements. There is the possibility to consider
more important aspects and extend the modeling and analysis. For example, in
Table 11.1 and 11.2 , we provide further possible risk sources in relation to so-
cio aspects using the extended modeling elements which are integrated in the
FRAAR framework. We show the risk sources in connection with effects of
organizational changes or AR with gray color to be able to illustrate the extent
of risk assessment extension with respect to effects of AR and organizational
changes.
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Table 11.1: Identified list of dependability threats/risk sources

Identified risk sources

Description

Safety requirement

Training/experience
problem

The required training is not (properly)
provided for the user to perform the as-
sembly task

Training shall be provided based on
best practices

Interactive training/ex-
perience problem

The required training is not (properly)
provided for the user to work with AR
interface

AR-related training shall be provided
based on best practices

Social presence problem

Cultural distance prob-
lem

The user is fully taken by AR tech-
nology and miss the connectivity with
other people and environment

Communication between user and
manager is affected by culture causing
misinterpretation

The user shall receive notification
through the system in case of receiving
crucial communication requirement

Guidelines shall be provided for defin-
ing critical communication keywords

Physical state problem

There is injury or physical problem in
the user body

Minimum level of required physical
state for starting the work shall be de-
fined

Mental state problem

There is problem in psychological state
of the user

Minimum level of required psycholog-
ical state for starting the work shall be
defined

Deciding/ making plan
problem

There is problem in deciding and mak-
ing plan

Evaluation for deciding competence
shall be provided

Supported
problem

deciding

Problem in deciding which is based on
guidance provided by AR technology

Evaluation of AR notifications for sup-
porting deciding shall be provided

Information processing
problem

the user has problem in processing in-
formation

Evaluation for information processing
competence shall be provided

Paying attention prob-
lem

The user has problem in paying atten-
tion during the task performance

Evaluation of AR notifications for pay-
ing attention competence shall be pro-
vided

Directed paying atten-
tion problem

There is problem in directing attention
of user by AR-based Ul

Evaluation of AR notifications for di-
rected paying attention shall be pro-
vided

Identifying problem

The user has identification problem

Evaluation for identifying competence
shall be provided

Perceiving problem

Surround
problem

perceiving

The user has perceiving problem

The user can not perceive surrounding
environment as it is intended by AR

Evaluation for perceiving competence
shall be provided

Evaluation of AR notifications for sur-
round perceiving shall be provided

Sensing problem

The user has problem in sensing

Evaluation for sensing competence
shall be defined

Accelerated perceiving
problem

The user can not accelerate perceiving
as it is intended by AR

Evaluation of AR notifications for ac-
celerated perceiving shall be provided

Conforming to rules

problem

The user has problem in conforming to
rules

Evaluation for conforming to rules
competence shall be provided

Executing problem

The user has problem in executing

Evaluation for executing competence
shall be provided

Communicating
lem

prob-

The user has problem in communicat-
ing

Evaluation for communicating compe-
tence shall be provided

Ensuring goal achieve-
ment by feedback prob-
lem

The user has problem in ensuring goal
achievement by feedback

Evaluation for ensuring goal achieve-
ment by feedback competence shall be
defined
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Table 11.2: Identified list of dependability threats/risk sources (Cont.)

Identified risk sources Description Safety requirement

Resource management | There is problem in managing re- | Guidelines shall be provided for re-
problem sources in the organization source management

Organizational ~process | There is problem in daily corporate de- | Guidelines shall be provided for orga-
problem cisions nizational process

Organizational ~climate | There is problem in organization cul- | Guidelines shall be provided for orga-
problem ture and policy nizational climate

Rules and regulations | There is problem in rules and regula- | Guidelines shall be provided for orga-
problem tions nizational rules and regulations
Oversight problem There is problem in providing feedback | Guidelines shall be provided for orga-

for managers

nizational oversight

Networked structure of
organization problem

There is problem because of the net-
worked structure of organization

Guidelines shall be provided for orga-
nizing networked structure

Supervision communi-
cation problem

There is problem in communication be-
tween the supervisors

Guidelines shall be provided for com-
munication at supervision level

Monitoring and feed-
back problem

There is problem in monitoring and
feedback

Guidelines shall be provided for moni-
toring and feedback

Organization and regula-
tion AR adoption prob-
lem

Rules and regulations are not updated
based on changes due to AR

Updates shall be provided for rules and
regulations based on AR changes

Organizational industrial
strategy problem

There is problem in industrial strategy
defined by organization

Evaluation of organizational industrial
strategy shall be provided based on best
practices

Organizational financial-
ized strategy problem

There is problem in financialized strat-
egy defined by organization

Evaluation of organizational financial-
ized strategy shall be provided based on
best practices

Condition problem

There is problem in condition

Conditional evaluation shall be pro-
vided

Equipment problem

There is problem in equipment required
for performing the task

Equipment evaluation shall be provided

Self-regulated environ-
ment problem

There is problem in self-regulated envi-
ronment of the organization

Evaluation of self-regulated environ-
ment of the organization shall be pro-
vided based on best practices

Augmented environment
problem

There is problem in the integration of
AR and the environment

The environment shall conform to the
requirements for AR integration

Time pressure problem

Time pressure is imposed by organiza-
tion

Evaluation for time adequacy shall be
provided

Task objectives problem

Task objectives are not (properly) de-
fined

Guidelines shall be provided for defin-
ing task objectives

Task complexity prob-
lem

The task is too complex

Defined tasks shall be evaluated in
terms of complexity

Digitalized task problem

There is a problem due to the digital-
ization of the task

Evaluation of digitalization shall be
provided

AR guided task problem

There is a problem in the definition of
the task which is guided by AR

Evaluation of definition of AR guided
task shall be provided

Standardized task prob-
lem

There is a problem due to the standard-
ization

Evaluation of standardization shall be
provided
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As it is shown in this table, there are various risk sources in relation to
effects of AR and organizational changes which are identified and analyzed
using the extended modeling elements.

11.6 Discussion on the results and their validity

11.6.1 Discussion on the results

In this subsection, we discuss on the results and how metrics are calculated to
answer the research questions to reach the goal.

Results for the First Research Question

In Section 11.5, we illustrated how the framework can be applied in robotic
domain and how the standards can be used for evaluating the risk. In order
to calculate the percentage of supported risk assessment steps provided by re-
lated safety standards (first metric), we show the risk assessment steps based
on robotic standards explained in Subsection 11.2.1 and we show different ac-
tivities of FRAAR framework which support them in Table 11.3.

As it is explained in Subsection 11.2.1, based on extended risk assessment
definition provided in ISO/TS 15066:2016 [25], risk assessment contains two
main activities: risk analysis and risk evaluation. The first step in risk analysis
is determining the limits of the robot system (intended use and foreseeable mis-
use). In step 1 of the FRAAR framework shown in Figure 11.2, involved enti-
ties should be defined. Then, in step 2, important aspects of each entity should
be modeled and in step 3, the behavior of each aspect is analyzed. Defining the
entities, modeling their important aspects and their behavior as we illustrated in
Section 11.5, can be helpful for determining the limits containing the intended
use and foreseeable misuse. Thus, we can conclude that these activities re-
quired for risk assessment are supported by the first three steps of the FRAAR
framework. The second step of risk analysis is identifying the hazards and as-
sociated hazardous situations (considering hazards related to robot, robot sys-
tem and application and identifying tasks). This step is also supported by the
analysis results from step 4 of the FRAAR framework. Furthermore, estimat-
ing the risk of each hazard and hazardous situation is supported by the analysis
results from step 4. In addition, as we explained in the three example scenarios
in Subsection 11.5.2, we can estimate the risk of each hazard and hazardous
situation. Finally, risk evaluation and deciding about necessity of reducing the
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Table 11.3: Supported risk assessment steps based on robotic standards by

FRAAR risk assessment activities

Risk assessment step based on standard

FRAAR risk assessment activity

1. Risk analysis

Defining the involved entities and their important
aspects, modeling their behavior and analyzing sys-
tem behavior (step 1, 2, 3 and 4)

1.1. Determining the limits of the robot
system

Defining the involved entities, their important as-
pects and their behavior (step 1, 2 and 3)

1.1.1. Defining intended use

Defining the involved entities, their important as-
pects and their behavior (step 1, 2 and 3)

1.1.1. Defining foreseeable misuse

Defining the involved entities, their important as-
pects and their behavior (step 1, 2 and 3)

1.2. Identifying the hazards and associated
hazardous situations

Analyzing system behavior (step 4)

1.2.1. Considering robot related hazards

Analyzing system behavior (step 4) by considering
technical hazards

1.2.2. Considering hazard related to robot
system

Analyzing system behavior (step 4) by considering
technical and socio hazards

1.2.3. Considering application related haz-
ards

Analyzing system behavior (step 4) by considering
technical and socio hazards

1.2.4. Identifying tasks

Defining the involved entities and their important
aspects (step 1 and 2)

1.3. Estimating the risk of each hazard and
hazardous situation

Analysis results from step 4

2. Risk evaluation

Analysis results from step 4

2.1. Evaluating the risk and taking decision
about necessity of reducing the risk based
on risk analysis results

Analysis results from step 4

risk is also supported by analysis results from step 4 of the FRAAR framework
as it was explained for three example scenarios in Subsection 11.5.2.

As it is shown in Table 11.3, all tasks/sub-tasks defined based on standards
in robotic domain are supported by FRAAR framework and it shows that 100
percent of risk assessment steps of robotic safety standards are supported using

the FRAAR framework.

Results for the Second Research Question

For this research question we calculate the second metric (percentage of cov-
ered typical human robot interaction failures). However, first and third metric
are also in alignment with demonstrating the effectiveness of the framework
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in socio-technical robotic manufacturing with respect to considering effects of
AR and organizational changes and support for related safety standards. In or-
der to calculate the percentage of covered typical human robot interaction fail-
ures, we use the taxonomy proposed in [36], explained in Subsection 11.4.2. In
Table 11.4, it is shown how failures are covered by the available modeling ele-
ments/failure modes/failure behaviors in FRAAR risk assessment framework.

As it is shown in this table, 28 failures of the total 29 failures are covered
by the available modeling elements, failure modes and failure behaviors in
the FRAAR framework. Based on these results about 96 percent of the typical
human robot interaction failures are supported by FRAAR framework, which is
a generic risk assessment framework. In the following paragraphs, we explain
more about details of the assignments shown in the table.

As we explained in Subsection 11.2.1, technical failures can be modeled
using hardware/software components and then failure behavior can be modeled
by defining possible failure modes in the inputs and by defining FPTC rules for
each component. Similarly, software and hardware failures can be modeled
using software and hardware components and communication failures can be
modeled using connectors. For example, in modeling and analysis of our se-
lected case in Section 11.5, we show how the software and hardware com-
ponents are used for modeling technical failures. Equipment component can
be used for modeling design failures. More details about equipment compo-
nent are in [41], where we have previously proposed the extensions in relation
to organizational factors. We also illustrated how we can use this component
in Section 11.5. Incorrect data, bad timing, extra data and missing data can
be modeled by using value failure mode, early/late, commission and omission
failure modes as explained in Subsection 11.2.1.

Processing failures can be modeled by modeling a component failure be-
havior as source as explained in Subsection 11.2.1. It shows that a technical
component is producing failure and there is problem in the processing. Missing
events, timing and ordering, abnormal terminations and incorrect logic can be
modeled by using different failure modes in the source behavior.

Effectors failures, power failures, control failures and sensor failures can
be modeled using hardware component and defining their behavior and possi-
ble failure modes.

Based on the definition provided in [36], inferaction failures are failures
due to uncertainties in interaction between human, environment and other agents.
These failures can be modeled by socio components and human errors can be
modeled by using human components.

For mistakes, slips, lapses and deliberate violations there are specific com-
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Table 11.4: Covered typical human robot interaction failures

Typical human robot interaction failure

Available modeling element/failure mode/-
failure behaviors in FRAAR for modeling
the failure

1. Technical failures

Technical components

1.1. Software failures

Software component

1.1.1. Design failures

Equipment component

1.1.2. Communication failures

Connector

1.1.2.1. Incorrect data

Value failure mode

1.1.2.2. Bad timing

Early or late failure mode

1.1.2.3. Extra data

Commission failure mode

1.1.2.4. Missing data

Omission failure mode

1.1.3. Processing failures

Source failure behavior

1.1.3.1. Missing events

Omission failure mode

1.1.3.2. Timing and ordering

Early or late failure mode

1.1.3.3. Abnormal terminations

Commission failure mode

1.1.3.4. Incorrect logic

Value failure mode

1.2. Hardware failures

Hardware component

1.2.1. Effectors failures

Hardware component

1.2.2. Power failures

Hardware component

1.2.3. Control failures

Hardware component

1.2.4. Sensors failures

Hardware component

2. Interaction failures

Socio components

2.1. Human errors

Human components

2.1.1. Mistakes

Selecting goal component

2.1.2. Slips

Acting component

2.1.3. Lapses

Information processing component

2.1.4. Deliberate violations

Conforming to rules component

2.2. Environmental and other agents failures

Environment unit component

2.2.1. Group-level judgment

Organizational climate component

2.2.2. Working environment

Environment unit component

2.2.3. Organizational flaws

Organization and regulation unit component

2.3. Social norm violations
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ponents named selecting goal, acting, information processing and conforming
to rules components, respectively. These components can be used for modeling
the assigned failures as it is completely explained in [42].

Finally, environment and other agents failures and working environment
failures can be modeled using environment unit component, organizational
flaws can be modeled using organization and regulation unit component and
group-level judgement (for example failure due to effects of group-level judge-
ments on human actions) can be modeled using organization climate compo-
nent. There are no associated modeling element for modeling social norm vi-
olations (for example failure in robot behavior due to not being in compliance
with social norm).

Most of the failures in the considered taxonomy are technical failures and
failures related to socio aspects are not intensely investigated, while these socio
failures, in addition to effects of AR and organizational changes are considered
in our extensions to a great extent.

Results for the Third Research Question

In order to calculate the percentage of extension in risk assessment with re-
spect to effects of AR and organizational changes (third metric), we use the
number of identified risk sources which are in connection with AR and organi-
zation changes divided by the total number of identified possible risk sources
discussed in Subsection 11.5.2, Table 11.1. There are 16 identified risk sources
in connection with AR and organizational changes in total of 41 identified pos-
sible risk sources, which shows 39 percent extension in the risk assessment
with respect of effects of AR and organizational changes. From the 16 identi-
fied risk sources in connection with AR and organizational changes, 7 of them
are in connection with organizational changes with the potential to result in
post normal accidents. Therefore, 17 percent extension in risk assessment is
provided in order to prevent post-normal accidents.

11.6.2 Discussion on the validity

As it is described in [13], validity of a study discusses the trustworthiness of
the results and to what extent the results may be biased by subjective viewpoint
of the researcher. We use three aspects of validity, which are introduced in the
study containing construct validity, internal and external validity.
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Construct validity

This aspect refers to the extent of representation of operational measures based
on research questions. We defined operational measures based on the research
questions using GQM method. We considered defining operational measures
in a way to be able to use data which is possible for us to collect and use
it to answer the research questions. For example, we defined typical human
robot interaction failure coverage as operational measure in order to measure
effectiveness of capturing the essential information for assessing risk in socio-
technical robotic factory. This selection was affected by considering that it was
possible for us to measure coverage using a typical failure taxonomy in human
robot collaboration domain. Thus, some extent of subjectivity is not avoidable,
meanwhile we tried to perform it with subjectivity as low as possible.

Internal validity

This aspect refers to considering different causal relations affecting an inves-
tigated factor and not missing some of them. In our case, we considered per-
centage of supported risk assessment steps based on standards, percentage of
human robot interaction failure coverage and percentage of extensions with
respect to effects of AR and organizational changes as three distinct metrics
for measuring support for standards, the extent of effectiveness of the frame-
work and development of risk assessment with respect to effects of AR and
organizational changes, respectively. We defined our goal, research questions
and metrics based on GQM method in order to consider causal relations af-
fecting our goal, which can be helpful to increase internal validity. However,
we are aware of some limitations in relation to internal validity. For example,
in the system modeling and designing various scenarios, we considered differ-
ent assumptions, which can lead to missing some causal relations affecting on
system behavior. In modeling and analyzing system behavior, we have consid-
ered simplifications and in reality, much more effort is required to investigate
various causal relations and to investigate fulfillment of the assumptions.

External validity

This aspect refers to possibility of generalization of the findings. We have dis-
cussed about generalization of the FRAAR risk assessment in [10] and one of
the main purposes of the empirical study conducted in this paper is demon-
strating the applicability of the framework in a new domain, which is in line
with demonstrating that the framework can be used as a general framework in
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different domains for risk assessment of AR-equipped socio-technical systems
with respect to effects of AR and organizational changes.

11.7 Conclusion and Future Work

In this paper, we provided a complementary evaluation of FRAAR framework
for risk assessment of a socio-technical system in human robot collaboration
domain with respect to effects of use of augmented reality as a new technology
and with respect to new organizational changes. We used a digitalized socio-
technical factory system containing human robot collaboration using AR-based
user interface. We evaluated effectiveness of the framework by calculating the
percentage of the covered typical failure modes in the human robot collabora-
tion domain, the percentage of supported risk assessment steps based on safety
standards in robotic domain and the percentage of development of the identi-
fied risk sources with respect to AR effects and organizational changes.

In future, we aim at conducting a comparative study to compare the results
of applying FRAAR risk assessment framework with other risk assessment
frameworks in the context of AR-equipped socio-technical systems. In addi-
tion, we plan to implement the conceptual extensions proposed in the FRAAR
framework by proposing extensions in syntax and semantics of the extended
modeling language to enable automating the analysis process and providing
tool support. Another important issue for further research is also investigating
on risk reduction and defining measures for mitigating the identified risks.
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