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Abstract—In the development of modern software-intensive
systems, security aspects are increasingly emphasized, with new
laws and regulations putting more demands on manufacturers.
Requirements elicitation must therefore carefully consider se-
curity aspects. The literature contains various frameworks that
have been proposed to aid in the elicitation of these types of
requirements. We are interested to understand how, in industrial
practice, persons responsible for cybersecurity reason about so-
called “security requirements”. To find out, we perform eight
semi-structured interviews with experts having leading roles in
cybersecurity in large companies. We identify the concepts that
they leverage when reasoning about security requirements, what
other aspects they look at when identifying security requirements,
how they differ between security requirements and other require-
ments, and what their definition of a security requirement is. In
this paper, we report on this interview study and our analysis of it.
We highlight the commonalities and crucial differences between
experts’ reasoning, and a surprising spread of conclusions regard-
ing the identification of example requirements as being security
requirements or not. Our analysis opens a new perspective on
how to deal with security requirements, we hypothesize the
benefits of using multiple approaches for elicitation and a single
approach for requirements specification.

Index Terms—Security requirements, Cybersecurity, Informa-
tion security

I. INTRODUCTION

An increased focus on the security of software-intensive
systems also incurs an increased focus on so-called secu-
rity requirements. A huge number of methods of Security
Requirements Engineering (SRE) (e.g., [22], [8], [11], [15],
[28], [30], [25], [17]) have been proposed in the academic
literature to deal with the elicitation and specification of
security requirements. This rich literature is accompanied by
many surveys (e.g., [13], [16], [29], [7], [1], [18]) that classify
the existing SRE methods according to some criteria. The
surveys underline how difficult it might be for the users to
select the SRE method that best fits their needs. Since security
experts are the potential end-users of SRE methods, we wonder
about what they need from a SRE method to be used in their
daily work.

Therefore, in this study, we want to understand what the
perspective of industrial practitioners on security requirements
is. What do they consider to be security requirements exactly?
What, to them, defines a requirement as being a security re-
quirement or just any other type of requirement? In particular:
what do engineers consider to be security requirements and
what do they consider to be not security requirements?

The distinction between these categories is by no means
obvious and depends on many factors. But on what does
it depend? Where do practitioners draw the line? Which
security concepts are leveraged by them to understand security
requirements? We aim to get insight into the reasoning of
practitioners to be able to answer these questions.

To discover how practitioners understand security require-
ments and, hence, to answer the overall question “how do
practitioners reason about security requirements?”, we con-
sider the following research questions:

• RQ1: What are the security concepts that are leveraged
by practitioners to identify a security requirement?

• RQ2: Is there any additional information practitioners use
to identify a security requirement?

• RQ3: Is there any difference between security require-
ments and other types of requirements?

When considering security concepts (in RQ1), we refer to
concepts such as threat, asset, vulnerability, countermeasure,
attack, attacker, risk, as defined in e.g. [3], [20], [4]. Additional
information (in RQ2) refers to “everything else than the
requirement itself” that practitioners leverage to classify the re-
quirement. It can be, but is not limited to, architectural design,
traceability links, security analysis, or previous knowledge.

To find answers to our questions, we have performed
eight semi-structured interviews with cybersecurity experts in
leading roles at different companies across various branches.
In this paper, we report on the commonalities and differences
in their reasoning about security requirements. Our analysis
shows limitation in this strict division and opportunities for
improved means to deal with security requirements.

The remainder of the paper has a typical organization as fol-
lows. Section II places our work in the context of the literature.
Section III describes our research methodology. Section IV
presents the results of the interviews. Section V presents our
analysis of the results. Section VI presents our analysis of and
reflection on the results. Section VII concludes.

II. RELATED WORK

Several surveys (e.g., [1], [18], [13], [12], [27]) have been
conducted to investigate to which extent the rich arsenal of
Security Requirements Engineering (SRE) approaches (e.g.,
[22], [8], [11], [15], [28], [30], [25], [17]) proposed in the
literature consider security standards and, hence, support threat
modelling and risk analysis as well as include security-related



terminology. The literature also contains different methods that
leverages security-related concepts such as the architecture,
standards, other perspectives, etc. to create a method com-
bining these perspectives to elicit security requirements [11].
These methods and surveys acknowledge the importance of
considering the security terminology and standards when deal-
ing with security as a fundamental part of every SRE method
to be useful for practitioners.

Recent works are focusing on practitioners’ understanding
of security from different perspectives, such as to make cyber-
security decisions [26], the factors that influence a proactive
security behaviour of software developers [2], and “how to
ensure that work on security requirements is taken seriously”
[31]. Studies such as [14] investigate how well the existing
SRE methods actually work when used by people different
from their designers also acknowledge the importance of the
users’ understanding for the effectiveness of these methods
in practice. In our study, we take a different perspective and
investigate how practitioners understand security requirements.
By understanding which key elements practitioners leverage,
we aim to build upon and potentially extend existing work
calling for a unification of existing approaches to ensure more
inclusive elicitation and specification [32].

III. METHODOLOGY AND STUDY DESIGN

We performed eight semi-structured interviews with cyber-
security experts working in large companies. The steps of our
methodology are illustrated in Figure 1. We elaborate them in
the remainder of this section.

A. Preparation of the interviews

1) Alpha test: As a first step in our research, we presented
a poster at a workshop with industrial collaborators who were
interested in being informed and joining ongoing research
on cybersecurity. Our poster aimed both to gauge interest
in our work and to collect initial feedback on the form of
the research. The poster is included in the supplementary
material [21]. During this poster session, we played a mini-
game to observe how industry practitioners reason about
security requirements. The mini-game consisted of answering
the question “Is this a security requirement” for three pro-
vided requirements on a continuous spectrum between “no”,
“maybe” and “yes” a security requirement. During the poster
session, we have tested open discussions about the security
requirements, we got twelve initial responses. We used these
initial results as input for refining our interview guide by

Poster to assess
initial interest
(Alpha test)

Creation of
interview

instrument

Beta test

Finish interview
instrument

Taking interviews

Transcribing
interviews

Coding transcripts
individually

Combining coded
transcripts of
researchers

Data collectionPreparation of the interview Data analysis

Fig. 1. Followed research process

updating the requirements, structuring the interview questions,
and by establishing a more concrete set of answering options,
rather than a continuous spectrum. We have not used the
responses of this alpha test in the results presented in this
paper.

2) Creation of the interview instrument: After the success-
ful alpha test, in terms of initial results and initial interest
from industrial partners, we have developed our initial poster
into an interview study. The interview guide is available in the
supplementary materials [21]. We performed semi-structured
interviews [23], with a mix of closed and open questions.
The closed questions are about classifying requirements as
security requirements or not, and we follow-up with open
questions about the interviewees’ rationale for their classifi-
cations. By this mix, we aim to obtain answers that show how
interviewees both quantitatively and qualitatively experience
security requirements. Moreover, by asking the same pre-
defined questions in each interview, we aim to minimize any
possible “steering” bias of the interviewer or observer towards
the answers of the interviewee.

a) Target population and sampling: The general target
audience are cybersecurity experts working for companies
developing software-intensive systems. Moreover, we aim for
the interviewees to work in some way with requirements.
We have contacted people meeting these criteria from our
network and invited them to take part in the interview study.
During this selection we have aimed for diversity in gender,
age, and relevant working experience. We have initially sent
out twelve invitations and received eight positive replies,
indicating significant industry interest in the topic.

b) Selecting requirements used in the interviews: During
the interviews, we ask interviewees to classify ten require-
ments on a four-point scale between “not at all a security
requirement” and “absolutely a security requirement”. The
requirements intentionally concern both security and non-
security requirements to observe which elements are leveraged
by the practitioners when understanding the type of require-
ment. Specifically, including requirements that are not explic-
itly security-related allows us to identify the concepts or other
elements of information, if any, that make the interviewees
classify the requirement specifically as a security requirement.
An overview of included requirements along with their source
is reported in Table I. To arrive at this selection, we defined
the following process.

The requirements that the authors intentionally consider
as security requirements (R1, R3, R5, R6, R7, R8) are
taken from research papers that deal with SRE approaches.
The selected papers mostly concern templates-based SRE
approaches since these papers provide a specific syntax of
the security requirements. This is done to ensure that the
security requirements are valid examples (correct). Moreover,
using examples of security requirements from research in a
study that involves practitioners allows a comparison between
research and practice.

The security requirements are formulated to include at least
one of the core security concepts according to templates. These



TABLE I
REQUIREMENTS, WITH THEIR SOURCE AND RATIONALE. “AUTHOR” REFERS TO THE ANONYMOUS FIRST AUTHOR OF THE PAPER.

ID Requirement Source Rationale
R1 The system shall deny any user to successfully use DoS (Denial-

of-Service) attacks to reduce availability of the system.
[19] This requirement is a system security requirement, mitigating a

threat of attackers using DoS attacks.
R2 The door control system shall ensure that all train passengers’

doors are closed and locked when the train is running.
Author Based on requirements from a real industrial setting. Intention-

ally not security, but a system functional safety requirement.
R3 The system manager shall be able to define and activate the

logging procedure for the critical information system.
[11] This is a stakeholder security requirement concerning the asset

log data that are vulnerable to violation by attackers.
R4 When the train arrives at the station, the train control system

shall open all passengers’ doors on the train driver’s request.
Author Based on requirements from a real industrial setting. Intention-

ally not security, but a system functional safety requirement.
R5 The system shall log every time a user checks medications

against a list of drugs noted to be ineffective for the patient
in the past.

[22] This is a security requirement based on the template for ac-
countability, which is considered a security objective.

R6 The system shall provide reliable information to the users who
have legitimate access to the website.

[15] This is a system functional security requirement because it has
been elicited by applying JAD, which is a structured technique
for the elicitation of functional requirements of a system.

R7 The system shall register real persons as customers. [28] This is a system functional security requirement. Obtained from
reasoning using the “Misuse case” paradigm.

R8 The customer shall register to the system using a unique
username and password in order to proceed to book a ticket.

[10] This security requirement is based on a template in which
username and password are considered as security mechanism.

R9 Each of the train passengers’ doors shall have a push button
installed on the inner side to allow the passengers to open the
door.

Author Based on requirements from a real industrial setting. This is
not intended to be a security requirement, but rather a design
contraint for the system.

R10 The monitoring system shall refresh the passengers’ doors status
(open/closed/locked) each second.

Author Based on requirements from a real industrial setting. This is
not intended to be a security requirement, but rather a system
functional and non-functional requirement.

templates are known by the authors but not explicitly included
for the interviewees. Specifically, the security requirements are
chosen by considering that “the specification of a security
requirement typically requires to identify problem domain
concepts related to (i) the assets that it protects, (ii) the
threats that it is driven by, (iii) the vulnerability that it
prevents, and (iv) the countermeasure that it suggests” [11].
All the proposed requirements are complete in terms of being
self-contained, i.e., they can be understood without requiring
specific domain knowledge. The requirements that are not
security-related are based on real applications (such as the
ones for the train doors), utilizing the prior experience of the
first author of this paper. Lastly, the number of requirements
has been limited to ten to allow the interviewers to “remaining
silent and allowing the participants to think aloud” (non-verbal
probing [9]), which is fundamental to collect the interviewee’s
rationale. This also allows to keep the time of the interview
within one hour.

c) Interview form: Interview studies have a common
threat to their validity due to potential misunderstandings
or misinterpretations of the answers of interviewees. A rec-
ommendation is to return the transcripts to the interviewees
for validation of the raw data [23]. To ensure direct correct
recording of the data, we instead created a form that was used
by the observer to summarize the answers to each question
by the interviewee. During the interviews, this form was
made visible to the interviewees by screen sharing and the
interviewees were asked to remark any deviations they spotted
in the interpretations of their answers. Through these means,
we avoid a long feedback cycle where interviewees, much
later than their interview, would have to think back on their
reasoning and ascertain if our interpretation of their answers is

correct. The interview guide is available in the supplementary
materials [21].

3) Beta test: Before running the interviews with our inter-
viewees, we have tested our interview guide on a researcher at
our department with knowledge of security. Following the beta
test, we have finalized the formulation of the requirements to
their form as included in Table I.

B. Data collection
After the completion of the interview instrument, we have

scheduled individual online meetings with the interviewees.
Each interview was scheduled for one hour and consisted of
an interviewer (the first author of this paper), observer (the
second author of this paper), and a single interviewee. Each
interview started with an explanation of the research and ob-
taining consent for the recording and anonymized processing
of the collected information. The remainder of the interview
consisted of three parts: (i) gathering background information
on the interviewees’ working experiences, (ii) classifying the
requirements, and (iii) reflection on the ways of working with
security requirements and on the interview itself. Specifically,
during the part (ii) of the interviews, we ask the interviewees
to:

1) for each of the ten provided requirements, classify them
on a 4-point scale as “not at all”, “mostly not”, “mostly”,
or “absolutely” a security requirement;

2) provide a rationale (in conversation with the interviewer)
for their classification;

3) explain what additional information they require in order
to be able to classify the requirement, if this was not
possible.

We have used Microsoft Teams to record and automatically
transcribe the interviews. This has greatly reduced the tran-



scription effort, but has not eliminated it, since the automatic
transcripts had to be validated and corrected in some places.
Moreover, we have removed filler words from the transcripts
and only kept the interviewees’ line of reasoning.

C. Data analysis

We examined the collected data through thematic analysis,
as suggested in [24]. Two authors coded the transcribed inter-
views independently, using a mixed form of coding. We started
by using in vivo (inductive) coding to catch the interviewees’
reasoning on security requirements, which is the main aim of
this research, while keeping the interviewees’ perspectives in
the coding itself [24]. We also used versus and descriptive
coding to catch possible duality (for example, function/non-
functional, especially useful to answer RQ3) and the main
idea brought by the data respectively. In the second round
of coding, we applied descriptive coding, for which we used
pattern coding to identify emergent categories that were later
grouped into categories under the main themes following from
the research questions. The initial codes of both authors were
merged into the final form after a meeting to discuss them. To
agree upon the initial codes, we compared the codes we found
when coding independently the rationale of each requirement,
and we searched for similarities in the codes by looking at
words (such as asset, non-functional), terms (such as system
design, asset to be protected), and the overall meaning of the
code within its context (the rationale) by having in mind the
research questions (the main theme). Author’s annotations to
the coding were also used to support discussions and decisions.

The agreed codes were then organized into categories, and
the categories grouped under three main themes, namely secu-
rity concepts, additional information, differences, correspond-
ing to the three research questions introduced in Section I.

IV. RESULTS OF THE INTERVIEWS

In this section, we report on the results of the eight
interviews, organized by the three parts of the interview: de-
mographics, requirements classification, and reflections. Each
interview was scheduled for an hour, but lasted between 32
and 55 minutes, on average 41.5 minutes. Table II shows the
date of the interviews and the length of the recordings rounded
to the nearest minute.

TABLE II
INTERVIEWS

ID Company Date Length
I1 C1 2023-11-22 32 min.
I2 C2 2023-11-28 55 min.
I3 C3 2023-12-05 48 min.
I4 C4 2023-12-07 41 min.
I5 C5 2023-12-07 42 min.
I6 C6 2023-12-15 33 min.
I7 C7 2023-12-15 39 min.
I8 C8 2023-12-15 42 min.

A. Demographics

Table III lists the anonymized demographic information
about the interviewees. We have interviewed experts with
senior roles in industry, their average (mean) experience in
security is 14.25 years. Within this set, we have aimed to
recruit diverse interviewees, with respect to their age, gender,
security-specific working experience, and working domains.
We interviewed two women and six men. The interviewees
all have responsibilities in IT/OT cybersecurity, with a ma-
jority having roles regarding OT cybersecurity, i.e., security
regarding the software-intensive systems developed at their
companies.

Each interviewee works at a different company, we provide
an overview of the companies in Table IV. We include an order
of magnitude of the company size in terms of total number of
employees and the size of the team that the interviewee works
with directly, to get a better idea of their work context.

B. Requirements classifications

The classifications by the interviewees on the ten require-
ments listed in Table I are shown in Table V. Out of these ten
requirements, nine had a majority agreement towards either
“no” or “yes”, when we group “not at all” and “mostly
not” as “no”, and group “mostly” and “absolutely” as “yes”.
Considering this binary division, we see 1x(8-0), 7x(7-1) and
1x(6-2). R7 is the outlier with very mixed responses and the
only requirement for which every possible answer was marked
by at least one interviewee.

In the remainder of this section, we show the identified
categories and sub-categories as a result of the thematic
analysis of the interview transcripts. We distinguish three
main themes following the research questions: the common
security concepts leveraged, additional information leveraged,
and the main differences between security and non-security
requirements as thought of by the interviewees. In Section V,
we further elaborate on the codes supporting each category
and include quotes from the interview to further illustrate the
reasoning of interviewees.

1) Security concepts (RQ1): Within the theme of lever-
aged security concepts to identify requirements as security
requirements, we identify the sub-categories in Table VI. To
illustrate the similarities of some of the sub-categories, we
have grouped them further into categories. We see that well-
established security concepts are utilized, such as the CIA triad
(Confidentiality, Integrity, Availability) and AAA (Authentica-
tion, Authorization, Accounting). Moreover, interviewees have
identified threats to assets in the form of attacks from attackers.

2) Additional information (RQ2): Table VII shows the
additional information interviewees leveraged to identify the
requirements as security requirements. Alternatively, these
were types of information the interviewees were looking for
when initially not being able to classify the requirements.
The most common type of additional information is more
context about the requirement. Several further sub-categories
are listed, most commonly occurring were context about the
system’s design/architecture and context about the underlying



TABLE III
INTERVIEWEES’ ROLES, RESPONSIBILITIES, AND SECURITY-SPECIFIC EXPERIENCE

ID Role Responsibilities Experience
I1 System architect and lead of development secu-

rity team
In charge of security of development environment, and closely involved
with product security.

30 years

I2 Software solution manager Leads team addressing software security issues and co-leads security-
related certification.

10 years

I3 Security coach To help development teams at the company create more secure software. 30 years
I4 Senior technical specialist and security architect Consulting on technical decisions for customers to identify their security

requirements and advise on how they can be fulfilled.
25 years

I5 Embedded system architect and technology spe-
cialist in cybersecurity architecture

Driving the initiative on meeting cybersecurity regulations by design
within the company.

5 years

I6 Business information security officer Ensuring that processes are in place to understand and fulfill
information- and cybersecurity requirements.

7 years

I7 Program cybersecurity manager Enforcing requirements on products and programs. Ensuring full process
from requirements to ensuring that they are fulfilled.

2 years

I8 Cybersecurity architect Guiding the different teams in how to implement security requirements.
And teaching them threat modeling, security analysis.

5 years

TABLE IV
COMPANY INFORMATION

ID Domain Company size Team size
(#employees) (#persons)

C1 Industrial electronics 100-200 6
C2 Industrial electronics 100-200 16
C3 Industrial electronics 3000-5000 6
C4 Software 100,000+ 11
C5 Automotive 15,000-20,000 15
C6 Telecommunications 15,000-20,000 16
C7 Railway 5000-10,000 5
C8 Industrial electronics 100,000+ 80

TABLE V
NUMBER OF ANSWERS PER REQUIREMENT TO THE QUESTION: IS THIS IS

A SECURITY REQUIREMENT?

Not at all Mostly not Mostly Absolutely
R1 0 1 2 5
R2 3 4 0 1
R3 0 1 4 3
R4 5 3 0 0
R5 1 5 2 0
R6 0 1 2 5
R7 2 1 3 2
R8 0 1 0 7
R9 7 0 0 1
R10 4 3 0 1

TABLE VI
CODING WITHIN THE THEME: SECURITY CONCEPTS LEVERAGED

Category Sub-category

Properties to keep

Confidentiality, Integrity, and Availabil-
ity (CIA)
Privacy
No information leaks

Functionality to ensure

Auditability
Authentication, Authorization, and Ac-
counting (AAA)
Monitoring/Access control

What to protect (against)
(Security function of) Assets
Attacker
Attacks/Threats

Reason for requirement Countermeasures
Obligations from the standard

reason for the requirement. Interviewees also commonly spec-
ulated about the design of the system when thinking about
possible scenarios in which a non-security requirement could
become relevant for security anyway. When searching for the
underlying reason for the presence of a particular requirement,
interviewees, for example, remarked that the underlying reason
for requiring logging (and the type of information that is
logged) influences if that requirement is related to security
or not.

TABLE VII
CODING WITHIN THE THEME: ADDITIONAL INFORMATION LEVERAGED

Category Sub-category

Leveraged context areas

Usage of the system
Implementation process
System design and implementation
Underlying reason for the requirement
General

Needed information from Security function/goal
Security/risk analysis

Requirement shortcomings
Requirement is too vague
Requirement should be split up
Requirement includes unnecessary detail

3) Differences (RQ3): Table VIII shows three categories
of concerns raised by the interviewees that we can fit under
the theme “differences between security requirements and any
other type of requirements.” The interviewees commonly iden-
tified other types of requirements, such as safety requirements,
business requirements, or system requirements. Moreover,
interviewees commonly distinguish between functional and
non-functional requirements. Functional requirements were
typically seen as not security requirements, but they are not
necessarily so.

C. Definition of security requirements

Table IX lists the answers given by the participants to the
question “what is a security requirement to you?”. Commonly,
interviewees mention protection of assets against threats or
prevention of attacks. This is expected and aligns well with the
well established security concepts from e.g. Kim and Lee [11].



TABLE VIII
CODING WITHIN THE THEME: DIFFERENCES BETWEEN SECURITY

REQUIREMENTS AND ANY OTHER TYPE OF REQUIREMENTS

Category
Other types of requirements identified
Considerations about functional versus non-functional requirements
Multiple possible “labels” for a requirement

V. ANALYSIS OF THE RESULTS

A. Pattern of reasoning (RQ1)

We observed that each interviewee has their own pattern
of reasoning that they apply systematically to categorize the
example requirements as security requirements or not. This
pattern is the same whether the requirement is judged security
or not, and it is consistent with the interviewee’s definition
of security requirement, as reported in Table IX. The only
observed exception is I1, who reasons in terms of protecting
assets, but defines security requirements in terms of achieving
the CIA triad. We also observed that the pattern of reasoning
of the interviewees is mostly based on the internal process
and security standards they use in their daily work, as well as,
the knowledge acquired from their experience within security.
Two of the interviewees do not know or use any of the security
requirements methods proposed in the literature. Others use
a mix of processes defined internally at their companies,
and other knowledge. Specifically, two interviewees mention
threat modelling, three mention standards including explicitly
ISO/IEC 62443 and ISO/IEC 27001, and two interviewees
mention STRIDE [25]. We have identified 5 distinct
patterns of reasoning, summarized in Table XI. In the
remainder of this subsection, we discuss each of these 5
patterns and how they emerge from the interviewees’ answers.

1) Protecting assets: Interviewee I1 mostly reasons in
terms of assets and protection of the security
function. When classifying R1, I1 says “to be security
related it should either compromise the security functionality
of the product [..] which this requirement does not [..] the
integrity of the data we protect is still in place. [..] The data
is the valuable asset.” and to classify R2 “I do not see the asset
(to be protected)”. I1 thinks that R1 is mostly not a security
requirement and R2 is not at all a security requirement. The
interviewee I1 applies the same reasoning to, for example,
decide that R3 is absolutely a security requirement, namely
“critical information sounds as an important asset ”.

Interviewee I8 thinks that security requirements are about
“protecting the system or protecting the data or protecting
the users” (refer to Table IX). Indeed, I8 leverages in the first
place assets and countermeasures in terms of access
control “which is clearly a cybersecurity requirement” (R1)
to categorize the example requirements. For example, to justify
that R9 is not at all a security requirement, I8 thinks about
something to be protected, when they say: “it’s about what
we are protecting. If there is something to protect, what is the
asset that we’re handling in this requirement”. While when

scoring R3 as mostly a security requirement, I8 says: “logging
mechanisms are quite often also part of the security audit
logging. It is really one of those security mechanisms that
are important”. Thinking in terms of countermeasures is
also supported by the rationale of R1 (scored as absolutely a
security requirement), when I8 tries to figure out what could
be put in place to manage/protect the access control, that is
“hardening task [..] is also definitely something related to
cybersecurity”.

Interviewee I7 follows a clear sequence of steps when
dealing with security requirements, starting by looking for
attacks/threats that should be protected against, e.g.,
“cybersecurity content with respect to the denial of service,
with respect to attack, and user access control also” (R1).
In the next step, I7 considers the why and how of the
requirement, which correspond to their definition of security
requirement in IX, as well as the recommendations from the
security standards that apply to their domain, e.g. “according
to the standard, you need to be able to log the events that
you identify as cybersecurity events. So there is a long
list of events that we are logging and it doesn’t have to
do anything with any person” (R3). So, when it comes to
understand how a goal, e.g. “I could see it as a goal” (R1),
can be implemented, interviewee I7 would need the system
architecture and the context, e.g. “if you would put in the
context, the communication and protection of the signals sent
to the doors, then we could discuss cybersecurity” (R2), and
“This is the system-specific. [..] If you think about the web
system [..]” (R7).

2) Identifying attacks: Interviewee I3 leverages the security
concepts attacks/threats and attacker. Specifically,
interviewee I3 justifies the usage of the security concepts
attackers and threats by explaining their process to work with
security requirements: “we always start with the threat first.
The threat is the why, the threat describes what the attacker
does, and the security requirement is the countermeasure to
protect the threat from happening”. Indeed, interviewee I3
applies this process consistently to classify all the example
requirements, as suggested by these excerpts taken from their
rationales: “This text gives me context that there is some
sort of attacker and they do bad to the system that reduces
availability” (R1) and “I cannot see the attacker” (R2).

3) Achieving the CIA triad: Interviewees I2 and I4 search
for the CIA triad in first place. Interviewee I4 states that they
have “in mind always [..] non-functional and function and
the CIA triad ” as also supported, e.g., by these statements:
“monitoring is not part of the CIA triad” (R3), “It doesn’t
even connect to the CIA triad” (R5), “Reliable information
would point to the integrity part of the CIA triad” (R6).
Interviewee I2 also thinks that in their application domain
“availability is the top concern if you look at security ” and
uses availability to decide, for example, that R1 and
R5 are absolutely a security requirement and mostly not a
security requirement respectively. This is supported by “I’d



TABLE IX
DEFINITION OF A SECURITY REQUIREMENT.

ID Definition
I1 Security requirements are usually non-functional requirements that aim to increase some or

more parts of the CIA triad (Confidentiality, Integrity, Availability.)
I2 To counter threats and not specifically related to the functions of the system
I3 A security requirement is a thing to prevent threats
I4 A security requirement is most often a non-functional requirement that I could connect to the

CIA triad
I5 Requirements that help to achieve a security goal would be deemed as security requirements
I6 The security requirement is basically a statement expressing what the organization needs to do

to protect its employees, assets, strategies, and so forth towards malicious actions
I7 The statement that defines first of all what am I protecting? what is the goal? and then which

means am I using?
I8 The requirement which is there for the sake of protecting the system or protecting the data

or protecting users. You should talk about the confidentiality, integrity, availability. Then, of
course, there is also auditability and things like that

say it is most towards robustness and availability of the
product” (R1) and “the log [..] is part of this 3A (AAA in
Table VI) where the user has the privilege to access the
system, the right user can access the system” (R5).

4) Implementing security goals: Interestingly, interviewee
I5 often expresses the need of the system architecture and
context to understand the relationships that exist with the
requirement in order to put the requirement in the “right
place”. In addition to the security concepts, interviewee I5
would need the system architecture to figure out how to “break
it (security goal) down to something more concrete” (R1).
Correspondingly, this interviewee thinks that some example
requirements are high-level (system) requirements or security
goals “formulated, of course, as the requirement” and therefore
“you would decompose it into technical requirements how to
do that”.

The system design and implementation as
well as the context about the usage of the
system are therefore the additional information about the
possible technical solution used to classify the requirement.
In addition, the interviewee needs information from the
security goals, for example in R7 “but it really
depends on how they do it, what would be the protocol for
deciding if it’s a real person or who it is”, and R9 “I don’t
see any cybersecurity goal [..]. You are both looking again to
the way it can be used, so which is kind of this scenario, and
also the asset itself. So again, the architecture of the system,
the physical part of the system.”.

5) Searching for malicious intent: The interviewee I6 has
a broad perspective on security. They think about security
at the organizational level, as stated in their definition of
a security requirement: “[..] what the organization needs
to do to protect its employees, assets [..]” and in terms
of responsibilities within the organization, as supported by
“it’s definitely the security department that will work with
setting up the requirements” (R1) or “it’s within the security
responsibility to maintain a correct view of the status ”
(R10). So, they also include personal security (R2, R9) in

their judgment. That is most likely the reason why almost
all the example requirements are scored as security related
requirements. Another interesting aspect is that interviewee
I6 reasons in terms of “malicious” to identify the security
requirements. In the rationale of R1, for example, they state
that “denial of service attacks is, as we see it, malicious” while
for R4 they say “I can’t see the malicious intent that I’m
trying to mitigate here”, and for R8 “it’s really easy for a
malicious actor to say that he or she is somebody else”. As
a result, I6 always leverages security concepts in first place,
such as attacks/threats or CIA, to classify the example
requirements.

As an example of the different patterns that interviewees
apply to categorize the example requirements, let us consider
requirements R1. Five interviewees score R1 as absolutely a
security requirement, as shown in Table V. The interviewees,
namely I2, I3, I4, I6 and I8, use different concepts (X), that
correspond to their own “pattern of reasoning”, to reach the
same conclusion on the same requirement.

TABLE X
SAME SCORE, DIFFERENT REASONING (R1)

ID Pattern of reasoning Sub-category
I3 Identifying attacks Attacks/Threats, Attacker
I2, I4 Achieving CIA triad Availability, non-functional
I8 Protecting assets Access control
I6 Searching for malicious intent Attacks/Threats, Attacker

It is worth noting that the interviewees also search for
additional information to identify the security requirements,
such as the system design and implementation in
Table VII and other types of requirements in Ta-
ble VIII. This happens especially when they cannot lever-
age any of the security concepts they are used to. Also,
some interviewees, such as I1, I2, I4, I5 and I8, reason
in terms of functional/non-functional requirements or secu-
rity/other requirements (such as business, environment, and
safety) as a means to identify a security requirement (re-
fer to considerations about functional versus
non-functional requirements in Table VIII). I4



clearly states that they have “in mind always [..] non-
functional and function and the CIA triad” when dealing with
security requirements, I2 thinks that “it is not a functional
requirement” to support their judgment about R1 (absolutely
a security requirement), and I1 says “I would not call this
requirement a security requirement at all. It is a safety
requirement” (R2).

B. Statement versus context (RQ2)

In addition to the identified patterns of reasoning, we
observed that the interviewees search for the context of the
requirements to supplement their assessment done based on
the requirement’s statement, as supported by the arguments
provided in the following sub-sections. We refer to the
statement of a requirement as the content of the requirement
along with its syntax and keywords that are employed to
express the requirement [5]. On the other hand, the context of
the requirement refers to aspects external to the statement of
the requirement, such as the system’s architecture/design, the
reason for the requirement and the usage of the system, as
summarized under leveraged context areas in VII.

1) Statement of the requirement: The statement of the
requirement plays a central role in the classification of the
example requirements. For example, I1 leverages at first
the content of R7 to decide that it is mostly a security
requirement, as supported by: “the key is ”real”. [..] I would
write identified individual so to know who is the customer in
order to protect the system then. Unidentified people should
not gain access to the system”. This example also shows
that besides the security concepts from the content that are
leveraged to identify the requirements, there are other relevant
aspects, such as specific nouns or verbs, that are leveraged
too. Moreover, some interviewees, such as I7 and I1, express
the need of a specific content to state that the requirement
is security related. When justifying that R7 is not at all a
security requirement, I7 says: “the security perspective would
be how you store the information, if anyone can log to the
system. And then what that user can do. But really checking if
it’s the real user or not. It doesn’t really ring the bell from the
security point of view”. I1 says about R2 (classified as “not
at all a security requirement”) “the access to the door control
system would be the security requirement but the function of
the door control system is not a security requirement”.

2) Context of the requirement: Requirement R7 is an ex-
ample requirement for which three interviewees (I1, I3, I5)
mention the context as something needed to support their
judgment. Specifically, I1, I3 and I5 think that R7 is a security
requirement by analysing its content through the security
concepts threats, attacks/threats and goal that
form their pattern of reasoning respectively. However, they
think that the context of the requirement is missing. I1 says “it
is possibly again a matter of context”, I3 says “I can say that
it is mostly a security requirement because of business logic
security reasons, such as fraud, type of attacks on the system,

this would be a very obvious countermeasure in security
requirements. But it needs context”, and I5 says “it really
depends on the how they do it [..] depending on the context”.
Hence, they score R7 as mostly a security requirement.

I4 is not pointing explicitly to the need for more context
when they say “there would be another requirement stating
that the system shall verify that the customers’ information
put in are correct, and you’ve verified that it is some possibly
governmental database or something. But that would be a fol-
low up requirement. [..] That would be a security requirement
and if the customer didn’t write it, it will be a requirement that
we would derive due to this”. However, they keep reasoning
about a possible architecture to derive the missing security
requirement “it would be part of the architectural process
to actually identify all those functions” and “they will start
deriving the architecture”, to say that R7 is not at all a security
requirement.

Interviewee I7 is also trying to imagine a general context
around R7 to justify that R7 is absolutely not a security
requirement, when, in their rationale, they think to “it could be
part of the intrusion detection system” or “if you think about
the web system.. You could be afraid that many of these could
affect your, let’s say, availability or your response time, but..”
(general in Table VII).

Similarly, the interviewee I2 thinks that more context is
needed about the reason for the logging (underlying
reasons for the requirement in Table VII) to as-
sess if R3 is a security requirement. They state: “it (the
classification) depends on the use case. If we talk like more
debugging and stuff like that is something but if we talk about
audit logging if something happens,.. it is related to security
incidents”. They score the requirement R3 as mostly a security
requirement.

The context is definitely needed by many interviewees to
figure out if a requirement that at first glance is understood
as non-security by its content, could be a security requirement
when looking at it more carefully. For example, the intervie-
wees I1 and I2 think that R10 “is more related to the safety
function” (I2). However, they try to come up with a context in
which R10 might be a security requirement. I1 “can think of
situation of this requirement could be a security requirement”,
that is “the actual communication between the sensors and the
monitoring station could be a security requirement” (system
design and implementation in VII). I2 suggests to
“break it down into more requirements under it then you will
probably come into issues such as you may need login of
the status, you want to have maybe encryption so you do not
inject traffic for the status” (implementation process
in Table VII). I3 “would not say that (R10) is a security
requirement because I can imagine the attacker, the business
logic, people want to sneak onto the train kind scenario that
would trigger this, but there is a lot a weak logic steps from
this steps to that”. But, they say that “this requirement has
a little bit thorn of a use case, this is why I start thinking”
(usage of the system in Table VII).

It is worth noting that some interviewees do not always



search for the requirement’s context even if the requirement’s
content is “unclear”. For example, I6 suggests that R7 “must
be written much better. But it’s definitely a security require-
ment, that every user should be uniquely identified”, and
score R7 as absolutely a security requirement because “as
customers” (the unclear part) is interpreted as users.

Some interviewees, on the other hand, search for the context
even if the requirement’s statement includes words in the
security domain, such as Denial of Service attack
in requirement R1, that should make clear that the requirement
is security-related (R1 is indeed intended by the authors as
a security requirement, as stated in Table I). For example,
the interviewee I8 thinks about a specific task to address
the Denial of Service attack, “I think that this will end up
being a hardening task” (implementation process in
Table VII), in the rationale to justify that R1 is absolutely a
security requirement.

C. Multiple labels (RQ3)

A third observation from our analysis is that many intervie-
wees agree on the challenge of putting a unique label on the
requirements. As an example, I2 thinks that requirements R1
and R2 can be stamped with multiple labels. Specifically, to the
interviewer’s question “the fact that this requirement (R1) can
be recognizable as non-functional requirement makes you think
that it is or could be a security requirement?” I2 answers: “you
have functional, safety, security.. you probably have others as
well. But they are not super clear, 100%, it is this one or that
one. It can be a mixed. Because if you talk about robustness,
typically this leads towards safety and maybe security in the
product”. And, about requirement R2, I2 says “Just to say
that safety is something, functional is something, security,
environmental,... you can label them (the requirements) as
much as you want. It is quite difficult to slap a label on”.
Similarly, I5 thinks that R2 “connects to several domains
and then once we want to have this requirement realized and
we maybe decompose it further into some technical solutions
around that how to actually achieve it. Then you can also
get safety relevant requirements and cybersecurity relevant
requirements in terms of some mechanism in place for that”.

Specifically, the interviewees set the label that mostly em-
phasizes the aspect they think be more dominant or relevant
in the requirement. This is clear, for example, in the rationale
given by I8 about R2 being mostly not a security requirement:
“it sounds very much like a safety requirement. [..] Because
clearly if this is not the case, you can cause harm to people
by having the doors not closed, for example. So, however,
safety and security is interconnected as we all know, and
when handling this requirement you would probably end up in
looking at possible threats that could make this requirement
not being fulfilled, so to speak”.

In general, interviewees are looking for an emphasis or
keyword in the requirements to understand which of multiple
possible labels are the most appropriate. For example, I1 states
about R8: “The important part is not unique username but the
fact that you can identify the user through the registration

process.”. About the same requirement, I8 reasons: “But that
(handling passwords) is not the emphasis of this requirement
in my perspective (...) Register, that is the thing that triggers
that this is a security requirement”.

The fact that the interviewees try to relate the example
requirements to security may depend on the specific task they
are requested to perform, namely answer the question “is this
a security requirement?”. However, it is interesting to see that
many interviewees acknowledge the fact that the requirements,
especially the ones understood at a first glance as non-
security related, can be thought from different perspectives,
hence it is difficult to label them in a unique way. And, to
this aim, one must take a precise perspective, e.g., security,
safety, robustness, and write the requirement’s statement that
is appropriate for that perspective.

VI. DISCUSSION

A. Insights from the interviewers

From our analysis of the security concepts leveraged to
recognize a security requirements, we see that the interviewees
start by leveraging the security concepts (or terms/verbs that
remind the security concepts) they are familiar with based on
their knowledge and experience, to analyse the requirement’s
statement. They search for additional information, where the
context and the type of the requirements are the most used (as
in Section IV-B), to eventually support their assessments.

From our analysis of the statement versus the context,
and of the definitions of security requirements as created by
the interviewees, we see that the security concepts leveraged
to classify the security requirements are also used for the
definition. This internal consistency across interviewees is
of course good, but the differences of reasoning and of the
provided definitions by engineers raises an important question
on how we can ensure that the required information is in the
requirement to facilitate correct classification.

Several interviewees remarked about many requirements
that “security” was not the only applicable label. Indeed, we
have heard different labels as well, such as safety, system,
environment, and business requirements. Such labels can be
useful to group requirements concerning the same type, but
if the labelling is then too subjective (interviewees also re-
marked that a subjective assessment of the emphasis of a
requirement influenced their classifications) the grouping may
lead to miscommunication between stakeholders relying on
different reasoning. Moreover, managing multiple labels on a
single requirement also means that this requirement must be
examined by engineers from different areas such as safety and
security. Indeed, labelling a requirement as e.g., safety, rather
than security, is necessary for the product assessment. For each
quality (safety, security, etc.) different standards dictate the
process to be followed to achieve the required level of the
quality (safety, security, etc.).

The nature of this study was to look at one specific type of
requirements: security requirements. But our analysis about
multiple possible labels, and the reasoning of interviewees
about them, could be applicable to other types of requirements,



TABLE XI
SUMMARY OF PATTERNS OF REASONING

ID Security Concepts (RQ1) Additional Info (RQ2) Differences (RQ3) Pattern of reasoning
I1 Asset/Countermeasure System design Functional vs. non-functional

Protecting
assets

I8 Asset/Countermeasure Implementation process Functional vs. non-functional
System Design Other types

Multiple labels
I7 Attacks/Threats System design Other types

Standards Security goals Multiple labels
General

I3 Attacks/Threats Reason for requirement Other types Identifying
attacksAttacker Usage of the system

I2 AAA Reason for requirement Functional vs. non-functional

Achieving
CIA triad

Implementation process Other types
Multiple labels

I4 CIA Triad System Design Functional vs. non-functional
Other types

I5 All concepts leveraged System Design Other types Implementing
security
goals

Usage of the system Multiple labels security
Security goals goals

I6 Attacks/Threats Implementation process Other types Searching for
CIA triad Security analysis malicious intent

too. Given the observation that requirements may need to
be labeled with multiple types, we would expect similar
observations in a replications of this study, but rather focused
on, e.g., safety requirements. This part of our results may
therefore also be applicable beyond the scope of just security
requirements and open a perspective on dealing with many
types of requirements in the collaborative development of
software-intensive systems.

B. On the results
All security concepts leveraged by the interviewees are well-

known in the literature. This is a comforting result, indeed
it would be worrying if the results were very surprising in
this regard. However, we did find interesting differences in
the reasoning applied by the various practitioners. Our study
provides us insights into the elements that practitioners use to
work with security requirements, and therefore the elements
that they would need in order to make the correct classifi-
cations. Surprisingly, these elements go beyond the security-
related concepts like threats, vulnerabilities, risk, assets, up to
and including reasoning on other types of requirements.

When reflecting on the interviews, some of the interviewees
remarked that going through the classifications was helpful
for them to realise their patterns of reasoning about security
requirements. I5: “this was a good exercise”, I2: “This re-
quirement was difficult. I like this discussion a lot and I’m
interested in the results.” We appreciate these comments and
they may imply that increased training about these rationales
could benefit practitioners.

Lastly, we reflect on the question from the title:
how do practitioners reason about security requirements?
We have heard different perspectives in the interviews,
but when we merge them and the displayed ratio-
nales from the interviewees, we can derive a state-
ment according to the union of all perspectives. Ac-
cording to the interviewees, a security requirement is:

A statement that, by means of a countermeasure, coun-
ters/prevents/protects the system/data/users/assets/etc. against
threats/attacks/malicious actions by attackers to ensure confi-
dentiality/integrity/availability/auditability/privacy/etc., moti-
vated by standards/security goals/objectives.

C. Future directions in research and practice
Our results could be used by researchers to further investi-

gate more comprehensive methods of requirements elicitation
and specification that are more suitable to manage the require-
ments of modern complex systems, especially with security
and safety aspects, while assisting practitioners in setting-up
the requirements activities that best fit their internal processes
and standards. Such an approach can further support bridging
the gap from industrial practice to the existing requirements
elicitation frameworks from the academic literature.

1) Multi-perspective security requirements elicitation: How
to accommodate the existing SRE methods to meet the dif-
ferent ways of working of practitioners? Indeed, based on
the observed different patterns of reasoning about security
requirements (as described in Section V-A and summarized
in Table XI), we hypothesize that there is a need for a
more comprehensive way to elicit security requirements that
benefits from the different perspectives brought by different
people to support structured and creative reasoning about
security requirements. Such a method would be especially
valuable to improve the completeness of elicited requirements
by employees new to security and/or requirements, as we have
observed that many of the interviewees strongly rely on their
experience when classifying the requirements.

2) Collaboration on requirements: How to make experts
from different domains collaborate to create requirements of
complex systems? In practice, as we observed in Section V-C,
most requirements will not be exclusively labelled as security,
safety, or any other label, but rather be identified as a com-
bination of several of those types. This suggests the need to



harmonize the processes and support collaborations between
engineers from these different domains in their joint work on
the system’s requirements to achieve and assess the different
system qualities. This is a real need as well as a difficulty
that companies face when developing the modern complex
systems. There is a danger in considering the differently
labeled requirements in isolated silos, instead, a common view
of the requirements, potentially labelled with different relevant
aspects of the system can enhance collaboration across areas.

3) A unique requirements specification: How to provide
a commonly understood format of the different types of
requirements? As we observed, multiple different patterns of
reasoning can lead to different labeling of the requirements.
The additional information leveraged (see Section V-B) as
well as the definition of security requirements provided by
the interviewees, give indication of the different elements
that specifications of security requirements shall contain to
ensure their unambiguous and complete specification, even in
a setting involving engineers with diverse backgrounds. Such
additional information also includes links to the context of the
system, in term of e.g., traceability links to security analysis,
or to aspects of the system’s architecture.

In short, we derive from the interviews a need for combining
multiple ways to elicit security requirements, but a single way
of specifying requirements.

D. Threats to validity

This paper presents empirical software engineering research.
In particular, for the semi-structured interviews we limit the
threats to validity by following guidelines for empirical soft-
ware engineering research, particularly those on qualitative
surveys [6].

We have designed our study in multiple phases, starting
with the alpha test in the form of a poster session and
later performing a trial interview in the beta test. From each
phase, we have learned and made improvements to the study
design. Other measures were taken too, to limit threats to the
validity during the design of this study. For example, we have
created a form to record the interviewees’ rationale during
the interview so that the interviewees could already during
the interview confirm or correct our interpretations. Since
our study needs expertise in security and/or requirements to
answer our questions, we could not conduct random sampling
of the interviewees. Instead, we gathered a sample of cyberse-
curity engineers with expert knowledge and relevant expertise
in cybersecurity and requirements from companies in various
domains. We believe that we have interviewed a relevant
sample of experienced engineers, as detailed in Table III. We
have stopped interviewing after the initial eight interviews, due
to having reached saturation, i.e., we had largely converging
classifications of all the requirements, and seen a pattern in the
rationales of interviewees when classifying them. Since each
interviewee repeatedly applied the same pattern of reasoning
to classify the requirements and the pattern can be recognized
after the classification of few requirements independently
whether they are judged security or not (refer to V-A), we

think that ten requirements suffice. We also observed that
a larger number of requirements would have requested an
additional cognitive effort from the interviewees that could
have compromised the quality of their rationales.

There is a remaining threat related to the bias of the
researchers. We aimed to limit this threat by having two
authors code the transcripts independently and later merging
the transcripts. The coding from both authors were very similar
(they contained explicit terms, such as system design, access
control, asset to be protected, that unambiguously clarified the
concept in the coded rationale), giving us confidence in the
limitations of our personal bias. Nevertheless, it is difficult
to eliminate this bias entirely, since it is brought by the
knowledge and experience of the first author that brings the
value to the analysis of the data as well.

VII. CONCLUSION

In this paper, we have investigated how practitioners un-
derstand security requirements. We have performed semi-
structured interviews with eight experts in cybersecurity with
leading roles in industry. Our analysis of the transcripts has
shown that (i) the interviewed experts exhibit five different
patterns of reasoning about security requirements but mostly
agree on their classification, (ii) experts utilize contextual
information about the use of the system and its architecture to
classify the requirements, (iii) the difference between security
requirements and other types of requirements is vague and in
some cases not worth making, since there are many labels
possible for single requirements. In this last regard, we note
that requirements for complex software-intensive systems will
rarely involve just a single perspective and thus shall be
labeled and managed in a way that supports collaboration of all
relevant aspects (such as both safety and security). We have
also observed that practitioners have a well-defined way to
work with security requirements which is mostly based on the
security standards that apply to the specific application domain
than to security methods proposed in the literature.

The logical next step that we are already working on
is to provide practitioners with means on how to improve
the completeness of their requirements elicitation in practice.
To this end, we propose to combine multiple requirements
elicitation techniques, thereby allowing engineers to discover
requirements that were previously not met. We hypothesize
that a single means of requirements specification in combina-
tion with this diverse approach to elicitation will provide the
best approach to allow engineers with very different rationales
to successfully collaborate on the development of complex
systems that require the inclusion of multiple perspectives such
as safety and security.
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[8] S Gürses and T. Santen. Contextualizing security goals: a method for
multilateral security requirements elicitation. Sicherheit, 2006.

[9] Hanna Kallio, Anna-Maija Pietilä, Martin Johnson, and Mari Kangas-
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