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Abstract—Companies with long operational histories often face
the challenge of managing vast repositories of documentation,
which hold critical knowledge needed for maintaining ongoing
projects. Retrieving relevant information from these extensive
archives is a time-consuming and complex task, requiring special-
ized expertise and familiarity with outdated terminology. Seman-
tic search has emerged as a promising technology to address these
issues by improving the precision and efficiency of information
retrieval. In this paper, we present our collaborative research
with Hitachi Energy, exploring the development of a semantic
search engine based on existing open-source solutions to assist
practitioners in searching large industrial historical document
repositories. We first analyzed available No-SQL databases with
search-engine interfaces, followed by an evaluation of pre-trained
semantic transformers to determine which offers the best balance
of accuracy and speed for semantic search. Our research iden-
tified OpenSearch as the most suitable No-SQL database due to
its flexibility, free usage, and support for semantic transformers.
After evaluating various pre-trained semantic transformers, we
found all-MiniLM-L6-v2 to offer the best balance of accuracy
and speed for semantic search. Based on the findings, we
developed a prototype AI-powered semantic search tool, which
was tested in a workshop involving Hitachi Energy professionals.
Our findings demonstrate the feasibility and effectiveness of AI-
powered semantic search for handling historical documentation,
offering significant potential for industries tasked with managing
large legacy archives.

Index Terms—Semantic search, pre-trained semantic trans-
formers, documentation, AI.

I. INTRODUCTION

Corporations with long histories, such as Hitachi Energy,
manage vast repositories of documentation spanning decades,
often critical for maintenance, operations, and customer sup-
port. For instance, Hitachi’s High Voltage Direct Current
(HVDC) division still relies on projects initiated in the 1950s.
However, these documents, often stored in paper-based or
poorly digitized formats, are difficult to search efficiently due
to inconsistent structures, heterogeneous formats, and irrele-
vant content like headers and footers. Searching these archives
is time-consuming and error-prone. Traditional keyword-based
search engines struggle with variations in terminology, mis-
spellings, paraphrased concepts, and outdated terminology,
making it harder to find relevant information. Recent ad-
vancements in semantic search, powered by AI [1], [2] and
technologies like BERT and SBERT, address these challenges
by understanding query intent and retrieving results based on
semantic meaning, even in unstructured datasets [3].

This paper presents a collaborative effort with Hitachi
Energy to develop an AI-powered semantic search solution.
We evaluated No-SQL databases and pre-trained semantic
transformers, selecting OpenSearch for its flexibility and free

functionality and all-MiniLM-L6-v2 for its superior balance of
accuracy and speed. Using the MS MARCO dataset to ensure
data confidentiality, we measured performance with metrics
such as Mean Reciprocal Rank (MRR@k) and Normalized
Discounted Cumulative Gain (nDCG@k). The resulting pro-
totype, tested with Hitachi Energy professionals, demonstrated
the feasibility and effectiveness of AI-powered semantic search
for managing large industrial archives, offering significant
potential for similar use cases.

The remainder of this paper is structured as follows. Sec-
tion II details the research process adopted for this work.
Section III describes the design and execution of the ex-
periments to evaluate pre-trained semantic transformers in
conjunction with a No-SQL database. Section IV introduces
the prototype of the AI-powered semantic search tool devel-
oped for Hitachi Energy. Section V presents insights from
the validation workshop at Hitachi Energy, discussing the
strengths and weaknesses of the solution, along with threats to
validity. Section VI reviews related works from the literature,
and Section VII concludes the paper with final remarks and
possible future research directions.

II. RESEARCH PROCESS

In this work, we employed a research process that is an
adaptation of two methodologies: the engineering method by
Basili [4] and the one by Gorschek et al. [5]. Our process
focuses on implementing and connecting existing solutions
[4] while also maximizing the transfer of technology between
academia and industry through a multi-step validation
process [5]. The first step is the elicitation of industrial needs,
which was initiated by the Hitachi Energy representatives
involved in this research. Starting from the identified need,
we derived a generalized Research Goal (RG) that is:

RG: to investigate the feasibility of implementing an
AI-powered solution to search historical documentation.

To comply with the engineering method, we began by
building a candidate solution. This process started with
collecting and reviewing existing solutions through a
comprehensive literature review. To strike a balance between
rigor and agility1, we did not opt for a full-fledged systematic
review. We searched three scientific databases: ACM Digital

1For the sake of space, we omit all the details of the literature review.



Library2, IEEE Explore3, and Google Scholar4, with the
aim of identifying existing No-SQL databases with search-
engine interfaces, pre-trained semantic transformers, and their
benefits. In doing so, we excluded studies that were not written
in English, were not peer-reviewed, or were shorter than 4
pages. We conducted experiments on the No-SQL databases
with search-engine interfaces and pre-trained semantic
transformers identified during the literature review. The goal
was to select the most performant sentence transformer for
implementing a prototype AI-powered semantic search tool
for Hitachi Energy. In particular, we evaluated all the collected
pre-trained semantic transformers using Mean Reciprocal
Rank (MRR), Normalized Discounted Cumulative Gain
(nDCG), and search speed (milliseconds) on the MS MARCO
Top 1000 Evaluation set. Section III provides further details
on these activities. Building a candidate solution was an
iterative step coupled with a preliminary validation step called
validation in academia, where each iteration of the candidate
solution was evaluated in academic settings to assess its
initial feasibility and applicability. To further validate the
candidate solution and measure its relevance and applicability
in industrial settings, we conducted a workshop with Hitachi
Energy employees, including three global managers, one line
manager, one pre-eminent engineer, and a team of seven
engineers. During this workshop, we allowed participants to
test the solution with a small sample dataset from Hitachi
Energy. Section IV provides further details on the workshop.

III. EVALUATING SEMANTIC TRANSFORMERS WITH
NO-SQL DATABASES: THE EXPERIMENT

This section describes the experiment to evaluate pre-trained
semantic transformers with a No-SQL database using three
key metrics: Mean Reciprocal Rank (MRR), Normalized Dis-
counted Cumulative Gain (nDCG), and search speed in mil-
liseconds. The evaluation was conducted on the first 100,000
pairs of the MS MARCO Top 1000 Evaluation dataset, as the
full 8.8 million query-answer pairs were impractical to process
due to computational constraints. We focused on k = 10 and
k = 100 for MRR and nDCG, assessing how often relevant
answers appeared in the top results. High scores at k = 10
indicate that relevant answers are frequently found within the
top 10 results, while high scores at k = 100 suggest relevance
within a broader set of results.

A. No-SQL database selection
Handling unstructured data is a major challenge in indus-

trial environments. While databases like SQL and No-SQL
manage data efficiently, searching for relevant information
remains difficult. Traditional keyword-based methods often
fail to handle the nuances of unstructured data. The state-of-
the-art approach uses No-SQL databases with search-engine
interfaces and semantic transformers [6]. From our literature
review, we identified three No-SQL databases with built-in
search interfaces as potential candidates for our solution.

• ElasticSearch: Built on the Lucene library, ElasticSearch
is a full-text search engine with a distributed search and

2https://dl.acm.org/
3https://ieeexplore.ieee.org/Xplore/home.jsp
4https://scholar.google.com/

analysis engine at the core of the Elastic Stack. It operates
under the Elastic License.

• OpenSearch: Originally a fork from version 7.10.2 of
ElasticSearch, OpenSearch also builds on the Lucene
library and supports full-text search. It is distributed under
the Apache License Version 2.0 (ALv2).

• Apache Solr: Another search engine built on the Lucene
library, Apache Solr supports full-text indexing and
searching. Its operations follow three main steps: index-
ing, querying, and ranking. Solr is licensed under ALv2.

All three search engines are built on Apache Lucene, an
open-source library for indexing and managing documents in
No-SQL databases, leading to similar baseline performance.
Table I compares their key benefits based on six categories
identified in the literature, referencing studies such as [3], [7]–
[14].

• Document storage: How data is stored in the database.
• Free of charge: Whether the database is entirely free to

use without additional charges for full functionality.
• Dense vector search: Whether the database supports se-

mantic search using dense vector techniques.
• Built-in sentence transformers: Whether the database has

native support for sentence transformers.
• Support for third-party embedding models: Whether the

system can integrate with external embedding models.
• Pre-embedding requirement: Whether sentences must be

pre-embedded before insertion into the database.

Capability OpenSearch ElasticSearch Apache
Solr

No-SQL storage type Document Document Document
Free of charge X X
Dense vector search (Seman-
tic search)

X X X

Built-in sentence transform-
ers

X X

Supports third-party embed-
ding models

X X

Pre-embedding of sentences
before insertion

X

TABLE I: Comparison of No-SQL databases based on their
capabilities.

From Table I and the literature review, OpenSearch emerged
as the best choice for our implementation. It meets all criteria,
including being open-source, supporting dense vector searches,
sentence transformers, and third-party models, and offering a
free license. Its flexibility and modifiability make it ideal for
both academic research and industrial use, such as at Hitachi
Energy.

B. Dataset
The experiment used the first 100,000 lines of the MS

MARCO Top-1000 Evaluation dataset [15], chosen for its
similarity to Hitachi Energy’s data and query patterns. A
Python script automated the splitting and uploading of doc-
uments, creating passages of varying lengths, mirroring those
in MS MARCO. The dataset’s structure, with short queries
matching both long and short passages, aligned with Hitachi
Energy’s typical queries. MS MARCO was also selected for its

https://dl.acm.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
https://scholar.google.com/


public availability, ensuring repeatability and generalizability
for other researchers. It consists of question-answer pairs, each
with a unique ID.

C. Evaluation Metrics
We used three evaluation metrics, where the first two

metrics were used to evaluate the accuracy of the sentence
transformers, while the final metric assesses the speed of the
search.

1) Accuracy Metrics: We define accuracy based on how
well the results of a query match the user’s intent, which
can be measured by the ranking of the retrieved results. To
assess accuracy, we used two metrics that consider the ranking:
MRR@k and nDCG@k.

MRR@k measures how quickly a user can find a relevant
answer. Equation 1 shows how MRR is calculated by summing
the reciprocal rank of the first relevant result for each query,
where the rank of the correct answer is used.

MRR@k =
1

j

j∑
j=1

1

rankj
(1)

The result is an average across all queries, and the MRR value
ranges between 0 and 1, with a higher value indicating better
accuracy (i.e., relevant results appearing higher in the list of
retrieved answers). The k value limits how many results are
included in the retrieved list, and if no relevant result is found
within the top k results, the query receives a reciprocal rank
of zero. The MRR@k metric is well-suited for our goal, as it
reflects how efficiently the system retrieves relevant answers,
providing insight into whether the implementation is viable in
real-world applications.

To further support our evaluation, we utilized the nDCG
metric. Unlike MRR, nDCG takes into account not just the
first correct result, but also the ordering of subsequent relevant
results. nDCG compares the actual ranking of relevant docu-
ments to an ideal ranking. Equation 2 shows the formula for
nDCG, which divides the Discounted Cumulative Gain (DCG)
by the Ideal Discounted Cumulative Gain (IDCG).

nDCG@k =
DCG@k

IDCG@k
(2)

The DCG at rank k is calculated using Equation 3, where reli
is the relevance of the passage at rank i. A relevant result is
assigned a value of 1, while an irrelevant result is assigned 0.

DCG@k =

k∑
i=1

reli
log2(i+ 1)

(3)

IDCG is computed by ordering the relevant passages in de-
scending order and calculating the DCG for the ideal ranking
(Equation 4).

IDCG@k =

k∑
i=1

reli
log2(i+ 1)

(4)

Both MRR and nDCG yield results between 0 and 1, with
higher scores indicating that correct answers are ranked higher
in the list of results. Together, these metrics provide a com-
prehensive view of the accuracy and ranking performance of
the semantic transformers.

2) Speed Metric: Speed is defined as how quickly the
system returns an answer to the user. To evaluate speed, we
measured the execution time for each query in milliseconds,
ensuring precise timing for each search operation. The total
execution times for all queries were summed and averaged,
as shown in Equation 5, where k represents the number of
queries and ti is the time in milliseconds for each query.

Average Speed =

∑k
i=1 ti
k

(5)

This metric allowed us to assess whether the search system
could return results quickly enough to be practical in real-
world scenarios.

D. Experimental process

The experiment process, shown in Figure 1, was conducted
on a laptop with an AMD Ryzen 7 4800U CPU and 16
GB of RAM using a Docker environment. A cluster of
four OpenSearch nodes (version 2.13.0) was set up: two
for data storage, one for machine learning tasks, and one
for the dashboard interface. After initializing the cluster, a
sentence transformer was uploaded (step 1, Figure 1), and an
index containing answers, IDs, and sentence embeddings was
created. The MS MARCO dataset answers were embedded
and inserted into the database via a pipeline (step 2, Figure 1).
Semantic searches were conducted using dataset queries (step
3, Figure 1). Queries were embedded and compared against
the indexed data using k-NN search and cosine similarity to
rank semantically closest matches (step 4, Figure 1). Execution
times were averaged across all queries, and results were
evaluated using nDCG and MRR metrics. Steps two through
four were automated with Python to ensure accuracy and
consistency, and the experiment was repeated for all selected
sentence transformers.

Pre-trained
sentence

transformers

OpenSearch running in Docker

OpenSearch No-
SQL Database

1. Upload transformer

Dataset

Python program
2. Upload answers
through ingest pipeline

3. Query OpenSearch
through search pipeline

4. Retrieve the answers
and measure

Results

Fig. 1: Experimental process.

E. Results

The metrics used during the experiments are MRR and
nDGG for accuracy of the search, and average speed for the
time to provide the response to the search, as explained in
Section III-C. A low score in MRR and nDCG indicates that
the correct answers was ranked lower than expected, while
a low average time per query suggests that the transformer
executes queries quickly. From Table II, four sentence trans-
formers stand out, demonstrating better performance across
the different metrics. Upon analysis, it became evident that the



Sentence
trans-
former

MRR@10MRR@100nDCG@10 nDCG@100Avg.
ms/query

alldistilroberta-
v1

0.3377 0.3424 0.2546 0.4039 203

all-
MiniLM-
L6-v2

0.3617 0.3654 0.2876 0.4484 73

all-
MiniLM-
L12-v2

0.3572 0.3611 0.2824 0.4422 53

all-mpnet-
base-v2

0.3470 0.3514 0.2640 0.4220 162

msmarco-
distilbert-
base-tas-b

0.3540 0.3582 0.2650 0.3867 94

multi-qa-
MiniLM-
L6-cos-v1

0.3566 0.3605 0.2810 0.4360 67

multi-qa-
mpnet-
base-dot-
v1

0.3223 0.3278 0.2341 0.3722 169

paraphrase-
MiniLM-
L3-v2

0.3580 0.3618 0.2817 0.4192 74

paraphrase-
multilingual-
MiniLM-
L12-v2

0.3060 0.3115 0.2202 0.3458 55

paraphrase-
mpnet-
base-v2

0.3341 0.3389 0.2459 0.3829 177

distiluse-
base-
multilingual-
cased-v1

0.2531 0.2617 0.1648 0.2930 94

Average 0.3352 0.3401 0.2528 0.3957 111

TABLE II: Result from the experiment

fluctuations in results between most transformers were mini-
mal. However, two models, distiluse-base-multilingual-cased-
v1 and paraphrase-multilingual-MiniLM-L12-v2, performed
significantly worse in both MRR and nDCG, indicating that
these transformers ranked the correct answers much lower in
the list of retrieved answers.

No clear correlation was observed between embedding
dimensions and accuracy, nor did optimization for semantic
search guarantee superior performance. Notably, paraphrase-
mpnet-base-v2, with 512 dimensions, performed poorly across
all metrics, particularly in terms of speed. The worst trans-
former in terms of speed was alldistilroberta-v1, which took
203ms per query, 92ms longer than the average. This shows
that while some models may excel in certain areas, they may
fall behind significantly in others.

IV. HITACHI AI-POWERED SEMANTIC SEARCH TOOL
PROTOTYPE

Based on previous section findings, OpenSearch was se-
lected as the most suitable No-SQL database for its flexibility,
open-source nature, and support for semantic transformers.
The ”all-MiniLM-L6-v2” transformer was chosen for its bal-
ance of accuracy and speed, forming the foundation of an AI-
powered semantic search prototype for Hitachi Energy. The
tool’s architecture integrates OpenSearch with a PyQt6-based

GUI, enabling intuitive user interaction. The opensearch-py
library connects the UI to OpenSearch, which runs in a Docker
containerized setup with three nodes: two data nodes for
storing documents and embeddings and one node hosting the
sentence transformer for efficient semantic processing. The
GUI allows users to set query parameters, including the search
text, the number of answers to retrieve, and the k-value for top-
k results. Results are displayed with details such as scores,
documents, and retrieved answers, while additional metrics
on document retrieval are shown for user insight. This setup
provides a seamless and efficient semantic search experience.

A. Evaluating the Hitachi AI-powered Semantic Search Tool
Prototype

We evaluated the prototype in a workshop with 12 Hitachi
Energy employees, including managers and engineers who
regularly work with historical documents and face challenges
in retrieving information. The workshop had three parts: a 15-
minute introduction presenting the tool’s purpose, function-
ality, and architecture; a 35-minute hands-on session where
participants tested the prototype using domain-specific queries
and discussed its limitations and improvements; and a 30-
minute discussion on the tool’s broader applicability and po-
tential integration within the company. Insights and feedback
from the workshop are detailed in Section V.

V. DISCUSSION

In this section, we reflect on the results of our study and the
development of the AI-powered semantic search prototype. We
evaluate the insights gained from both the technical experiment
and the practical validation workshop conducted with Hitachi
Energy. Additionally, we discuss the strengths and limitations
of our approach, while also addressing potential threats to the
validity of our findings.

A. On the results and prototype
As discussed in Section III, we identified three search

engines that met the needs of our solution. Ultimately,
OpenSearch was chosen due to its flexibility and the fact that
it offers all functionalities free of charge. While we focused on
feasibility rather than optimization (refer to Section V-B for
more details on this topic), we acknowledge that the other
solutions, such as ElasticSearch, could potentially perform
better in terms of speed, memory usage, and redundancy,
as some papers suggest ElasticSearch has faster execution.
However, since all the identified search engines are built on
the Apache Lucene library, we believe they would perform
similarly and be relatively easy to switch between due to
their shared underlying architecture. This assumption is further
supported by CERN’s successful transition from ElasticSearch
to OpenSearch [7]. Our experiments revealed that the all-
MiniLM-L6-v2 sentence transformer was the best fit for our
solution, outperforming other transformers across most of our
chosen metrics. While it was marginally slower in query time
compared to the second-best model, the difference of 20ms
was considered negligible. We prioritized accuracy metrics,
which showed that all-MiniLM-L6-v2 consistently returned
correct answers higher in the result list, thereby improving the
overall search speed by minimizing user effort. Interestingly,
transformers optimized specifically for semantic search did



not outperform the others in terms of accuracy; only multi-
qa-MiniLM-L6-cos-v1 made it into the top four. However,
the performance gap between the top four transformers was
minimal, suggesting that any of them could work well in our
solution. It’s important to note that the experiment was limited
to 100,000 query-answer pairs due to time constraints. While
this limitation may have affected the results, we argue that our
sample size was sufficient to draw meaningful conclusions.
Another observation is that sentence transformers producing
larger embedding dimensions performed worse in terms of
speed, which aligns with the expectation that k-NN search in
OpenSearch performs less efficiently with larger embeddings.
Surprisingly, larger embeddings did not correlate with higher
accuracy, which seems counter-intuitive, as we expected larger
dimensions to capture more nuanced differences in passages
and sentences. Our findings align with the work of Xian et
al. [3], demonstrating that existing tools can be combined eas-
ily to create a powerful vector search solution. We expanded
on their work by testing some of the AI tools provided by
OpenSearch, and our validation activities at Hitachi Energy
confirm that it is feasible to achieve AI-powered semantic
search for historical documentation. Lastly, our study did not
focus on optimizing the performance of the tested sentence
transformers. A more in-depth fine-tuning process, specifically
tailored to a dataset like Hitachi Energy’s, could yield better
results. During the validation process, we observed indications
that such customization would be highly beneficial, as a model
trained on domain-specific data would likely outperform the
pre-trained models we used.

B. Insights from the validation workshop

The practitioners at Hitachi Energy were generally satisfied
with the potential offered by our prototype for searching large
historical documentation. One key observation was that search
speed was prioritized over accuracy. In the current process
at Hitachi Energy, searching for information in historical
archives involves locating documents by title and manually
sifting through an average of 40 to 50 pages containing varied
information, such as installed equipment details, user guides,
and release notes. In this context, the primary requirement for
a semantic search engine is that it completes searches swiftly,
ideally within seconds, and without exceeding a 30-second
threshold. A faster search engine mitigates the need for perfect
accuracy, as engineers can refine their queries and quickly
repeat searches until they obtain more satisfying results. This
balance between speed and accuracy aligns with the primary
operational needs at Hitachi Energy. Another strength of our
solution was the use of a GUI. The 12 practitioners who tested
the tool found the GUI intuitive and easy to interact with.
Despite the difference in the way the tool operates—where
the search process does not require document titles—the new
search method was quickly understood and adopted. This ease
of use is an encouraging result that may positively influence
the future adoption of the tool within the company. Finally, we
believe that the decision to use off-the-shelf and open-source
solutions to develop an AI-powered semantic search tool offers
a cost-effective and feasible approach for companies looking
to introduce semantic search into their workflows. By leverag-
ing readily available, continuously updated technologies and

existing know-how, companies can significantly reduce the
cost and time associated with developing and maintaining such
tools. This approach provides flexibility and scalability without
requiring the heavy investment associated with proprietary
solutions.

C. Threats to validity
We identified several possible threats to the validity that

may have affected this study [16]. The first threat concerns the
metrics we used to evaluate the accuracy of the search engine,
namely MRR and nDCG. Since there are no universally
recommended metrics for evaluating accuracy in the literature,
the choice of these metrics may affect the construct validity
of the experiment. However, we selected MRR and nDCG
because they are widely used in similar studies, as explained
in Section III. Furthermore, MRR is the standard metric used
for the MS MARCO dataset, which we used in our experiment.
The choice of the sentence transformers and dataset may
represent a further threat to the validity of our work because
they can introduce unknown factors that affect the causal
relationship we are investigating. We limited the number of
evaluated sentence transformers to those already provided in
OpenSearch, the No-SQL database chosen for our experiment
(Section III). However, the selected transformers are among
the most popular and well-regarded multilingual and English
transformers on the HuggingFace community website5, mak-
ing them appropriate for our study. A further threat is related
to the computational environment used for our experiment.
We ran the prototype on a laptop with limited computational
resources, which may have impacted the performance of the
evaluated transformers. Although this setup reflects realistic
constraints in terms of hardware for some users, the system
might perform differently in a high-performance computing
environment, potentially yielding faster results or better scal-
ability. Another threat concerns the confidentiality of our test
data, which may limit the generalizability of our findings.
To maintain the confidentiality of Hitachi Energy’s docu-
ments, we used the publicly available MS MARCO dataset to
simulate their documentation, as previously explained. While
this approach enhances the relevance of our work for other
research studies, the solution might perform differently when
applied to proprietary or domain-specific datasets. Finally, the
validation process used in our study may introduce another
threat to external validity. Although we conducted a workshop
with Hitachi Energy employees to evaluate the usability and
effectiveness of the tool, the feedback was limited to a small
number of participants within a specific organizational context.
Broader evaluations involving different industries, datasets,
and end-users may reveal additional insights or limitations.

VI. RELATED WORK

In this section, we present state-of-the-art research that
aligns with our work.

A. About sentence transformers
The use of sentence transformers has expanded significantly,

with key contributions from Devlin et al., who introduced

5https://huggingface.co/models?pipeline tag=sentence-similarity&sort=
likes
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BERT [17], and Reimers and Gurevych, who developed
SBERT [18]. SBERT addressed BERT’s limitations for Se-
mantic Textual Similarity (STS) tasks by using a Siamese
network, improving processing speed while retaining accuracy.
These foundational works underpin our research, which eval-
uates pre-trained transformers based on BERT and SBERT,
focusing on performance in speed and accuracy on external
test data. Zhang et al. introduced the Hybrid List Aware Trans-
former Reranking (HLATR) module, outperforming BERT
and RoBERTa in efficiency and robustness for document
retrieval [19]. Using the MS MARCO dataset and Mean
Reciprocal Ranking (MRR), their study aligns with ours but
differs in scope. While they used the full MS MARCO dataset,
we focused on the top 1000 passages, resembling Hitachi
Energy’s data. Additionally, our study evaluates off-the-shelf
transformers in OpenSearch, offering insights into practical,
ready-to-use tools.

B. About AI-powered search in large-scale database

The challenge of retrieving relevant information from large-
scale databases has gained attention with AI advancements,
though the field remains relatively new and underexplored.
Few papers provide comprehensive evaluations, and ongoing
developments make it difficult to identify the most feasi-
ble solutions. Andre et al. explored semantic search for
COVID-19 publications using the TREC-COVID and CORD-
19 datasets [20]. Their evaluation employed metrics like
nDCG, top-N precision, and MAP, but their CO-search en-
gine relied on complete relevance judgments, highlighting a
limitation. While their work developed a new system, our
study focuses on evaluating existing sentence transformers
within a search engine context rather than creating a system
from scratch. Xian et al. examined vector search technologies,
comparing Lucene (used in OpenSearch and ElasticSearch)
with Facebook’s Faiss [3]. They identified differences in speed,
query latency, and throughput, emphasizing the importance of
dense vector manipulation for modern search. Their findings
provided a foundation for our work, which leverages Lucene
for dense vector searches. We extend their approach by evalu-
ating pre-trained sentence transformers integrated with Lucene
in OpenSearch. Our study builds on these works by focusing
on practical applications, evaluating pre-trained models, and
integrating them into real-world systems like OpenSearch to
improve information retrieval in unstructured datasets.

VII. CONCLUSION AND FUTURE WORK

This study examined the feasibility of using AI-powered
semantic search to retrieve historical documentation in an
industrial setting, focusing on Hitachi Energy. We identified
OpenSearch as the most suitable No-SQL database and se-
lected the all-MiniLM-L6-v2 transformer for its balance of
accuracy and speed. A prototype integrating these components
into a graphical user interface was developed and evaluated by
12 Hitachi Energy employees using real-world data. The tool
delivered accurate results in under one second, meeting the
company’s primary requirements. These findings demonstrate
the potential of AI-powered semantic search for managing
extensive legacy archives and contribute valuable insights to
this emerging field.

Future work could include training a custom sentence trans-
former on organization-specific data, enhancing scalability for
larger user loads, refining search parameters, and improving
the GUI. Testing with larger datasets and across industries
would further validate and expand the tool’s applicability.
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