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State of Test Optimization for Variability in Industry
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Abstract This paper presents an exploratory survey on test
optimization practices for variant-intensive systems in the
industry, focusing on understanding current challenges and
prospects. Testing variant-intensive systems, particularly in
domains like automotive, embedded systems, and telecom,
involves considerable complexity due to the high number
of configurations and variability in hardware and software.
The survey responses reveal varying adoption of test cat-
egorization, prioritization, and selection techniques across
different domains, with some employing feature-based test-
ing approaches and others relying on more ad-hoc methods.
Challenges identified include difficulties with change im-
pact analysis, the scalability of test optimization in systems
with many configurations, and the ineffective reuse of test
cases across product variants. The study highlights the need
for automated tools to support test categorization, prioriti-
zation, and coverage-based test selection to address these
challenges. The findings highlight the importance of devel-
oping more scalable solutions tailored to the needs of specific
domains for optimizing tests in variant-intensive systems.

Keywords Test Optimization · Variant-Intensive Systems ·
Test Reuse · Coverage Criteria · Product line engineering ·
Variability · Test Selection · Test Categorization · Coverage ·
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1 Introduction

In engineering industrial systems, the testing process in-
troduces complexities far beyond those seen in traditional
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software testing. Industrial systems must account for an ex-
tensive range of configurations, enclosing not only different
hardware components but also variant software versions and
their integration into a functional system [19,2]. These di-
verse configurations, combined with the constrained testing
infrastructure, present significant challenges for efficient test-
ing. Traditional testing techniques [10] cannot manage the
combinatorial explosion of variants required by industrial
systems testing. As industrial systems are increasingly de-
ployed in mission-critical domains, ensuring that all possible
configurations are tested effectively and efficiently becomes
essential.

Several research efforts have highlighted the complexi-
ties involved in testing industrial systems due to the variabil-
ity in hardware and software configurations. For instance,
Golagha et al. [21] emphasize the need for test selection tech-
niques that intelligently and automatically determine which
system variant to test and where to execute these tests, con-
sidering the limitations of hardware testbeds. Variants of in-
dustrial systems, whether in hardware tools such as those in
controllers for industrial machines, require careful optimiza-
tion and selection of test cases that can cover the breadth of
system behaviors while minimizing the cost and time spent
on exhaustive testing [9].

Recent advances in test optimization, particularly in in-
dustries such as automotive software development, have shed
light on methods to reduce test analysis effort. Golagha et
al. [11] present a clustering approach that groups failing test
cases based on non-code features to reduce manual analy-
sis time. This kind of failure clustering highlights the im-
portance of optimizing test efforts when multiple configura-
tions are involved, as seen in regression testing environments
where large tests may fail due to a few core issues [11,1].

Contributions. While studies focus on test optimization
and selection in the presence of variability, it is still unclear
if they are standard industry practices. This paper reviews the
state of practice in industry in variability management, test
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optimization, and test selection in the presence of variability.
The paper further reports perceived practical challenges in
the area.

Structure. The rest of the paper is organized as follows.
Section 2 introduces related work briefly. Section 3 presents
the method, Section 4 presents and discusses the obtained
qualitative results. Section 5 presents the potential threats
to validity and limitations. Finally, Section 6 concludes the
paper with future directions.

2 Related Work

Researchers have addressed some issues of variant selection
and test optimization for industrial software systems. How
to handle variability testing in product lines has been sur-
veyed by Sinnema et al. [19], Lamancha et al. [14] and Lee
et al. [15]. These surveys indicate little work exists on vari-
ant handling and selection during software testing compared
to other aspects of software development. In recent years,
some contributions [7,6,4,8,18] have proposed applications
of combinatorial testing concepts for variant and product line
handling as well as for variability testing and test optimiza-
tion.

Engstrom et al. [10] provides a comprehensive view of
variability testing and identifies several challenges regarding
the testing of variant-intensive software. This survey partic-
ularly mentions i) how to handle many tests, ii) how to bal-
ance the effort between reusable components and concrete
products, and iii) how to manage variability. Additionally,
there is a lack of substantial empirical studies on actual in-
dustrial systems and the applicability of these optimization
techniques for handling variability in industrial scenarios.

Test case selection and prioritization play a critical role
in test optimization and regression testing. Previous research
has explored various approaches for selecting and prioritiz-
ing the most effective test cases, especially when execut-
ing the entire test suite is impractical [3]. These approaches
typically use data from variants or prior system executions,
including fault history, execution time, test coverage, and pre-
vious failing tests [17,21]. Yoo and Harman [22] provide a
comprehensive review of regression test minimization, selec-
tion, and prioritization strategies, underscoring their impor-
tance in test optimization. Despite over 40 years of maturing
research, the industrial application of these techniques still
needs to be improved. Several surveys on regression test se-
lection methods [12,22] highlight that most techniques lack
industrial application. As the complexity of software systems
increases, particularly with the introduction of variability,
there is a growing demand for advanced test optimization
techniques that can efficiently handle both the scale and va-
riety of industrial systems.

3 Method

The survey conducted for this study was designed to assess
the current state of test optimization practices in variant-
intensive systems.

Context and Research Questions: This work can be clas-
sified as an exploratory questionnaire-based case study that
focuses on documenting the current state of practices in ef-
fectively testing variant-intensive systems in industry. We
define the following research questions (RQs) that guide our
data collection for the study.
RQ1: What is the current state-of-practice in test optimiza-
tion for variant-intensive systems in industry?
This RQ collects general data about the nature of the system
under test (SUT), the test suite, and the process for testing
variants in the industry.
RQ2: What challenges exist in testing and test optimization
for variant-intensive systems?
In this RQ, we aim to gather qualitative insights on the per-
ceived challenges in testing and test optimization of variant-
intensive systems.

We collect data for both research questions using a ques-
tionnaire containing closed and open-ended questions. For
RQ1, we analyze the responses and provide an overview
of the results directly based on them. For RQ2, we em-
ploy qualitative data analysis (thematic analysis) to identify
themes and sub-themes regarding perceived challenges from
the reactions.

Our method was based on guidelines for surveys, case
studies, and ethical data collection [13,16,20]. The rest of
this section details the data collection procedure.

Data collection procedure: As shown in Figure 1, the
procedure is divided into three main phases, i.e., A , B ,
and C , focusing on the preparation of the questionnaire,
conducting the survey, and analysis of the collected data,
respectively. Below, we provide a brief overview of each
phase.

A. Questionnaire: We followed a team-based approach
to design and execute the questionnaire-based survey. The
team included subject matter experts from industry and re-
searchers involved in a European project. During various
meetings with the experts, an initial questionnaire was drafted
with open and close-ended questions, as shown in phase A of
Figure 1. After an internal review, the questions were refined,
re-ordered, and simplified. Following the guidelines for sur-
vey instrument evaluation [16], we used expert reviews to
evaluate our refined questionnaire. The consortium reviewed
the refined questionnaire in an online meeting, and based on
the feedback, a final questionnaire was obtained. Following
this collaborative approach, the survey questions were for-
mulated based on discussions with project stakeholders, in-
cluding use case providers and technology/research partners,
to address key aspects of test management, test reuse, priori-
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Fig. 1: Data collection and analysis procedure

tization, and optimization for product variants. The question-
naire development process was iterative, involving internal
reviews by industry experts and stakeholders within the con-
sortium to ensure the relevance of the questions to practical,
real-world testing scenarios.

The final questionnaire included open and close-ended
questions covering the following main areas.

1. General questions about the nature of SUT, test suite,
variability in the SUT, and the current test process (RQ1).

2. Questions to collect data about the state of test optimiza-
tion, test optimization for variability, test reuse, and test
categorization and prioritization (RQ1).

3. Questions to collect data about perceived challenges and
areas of improvement (RQ2).

The first group of questions aims to document the demo-
graphics of the SUT, the testing process, and the test suite.
The second group focuses on collecting practices in test op-
timization for variability and related topics that enable test
optimization.

B. Survey and participants: After drafting the final ques-
tionnaire, we selected representatives from various compa-
nies in diverse domains based on convenience. Therefore,
we chose representative industrial professionals involved in
the European project. Some of these participants also helped
review and refine the initial version of the questionnaire. Ev-
ery participant had a representative role in their company and
was distributed across Europe and North America. The sur-
vey was distributed to the participants using a collaborative
word-processing tool, and they were encouraged to answer
all the questions. We also encouraged the participants to add
comments while answering the questions they thought could
be necessary for the survey.

Ethical considerations: The survey targets representa-
tive software development and testing professionals to gather
data about the current state of practices in test optimization
for variant-intensive systems. Via a European project, we
accessed seven representative companies from which we se-
lected one participant each. However, participation in the

survey was strictly voluntary. Furthermore, we ensured that
the data collected during the survey was only used to draw
general conclusions about the topic and that the confiden-
tiality of the data and anonymity of the participants were
respected.

C. Analysis and interpretation: The collected data is an-
alyzed, reported, and discussed in Section 4. As is typical for
surveys, we report and discuss the participants’ responses
to close-ended questions, supporting the discussions with
statistics extracted from the responses. On the other hand,
for open-ended questions, we use qualitative content anal-
ysis primarily to document and report high-level themes
about the topic and the perceived challenges. In particu-
lar, the responses were analyzed, and open-ended questions
were coded by Author 1 (as shown in step C of Figure 1),
and a document reporting the results and thematic map was
produced. Author 3 of this paper reviewed and refined the
results and thematic map, producing a refined document for
the results with a thematic map. Finally, all authors reviewed
the analysis and the thematic map reported in this paper.

Table 1: Background on representative companies

Domain # of Part. Region Nature

Automotive 2 Germany,
Canada

Safety/Security-
critical (1/2)

Embedded
Observability 1 Sweden N/A

Production &
Manufacturing 1 Germany Safety-critical

Railway control 1 Sweden Safety-critical
Telecom 1 Türkiye N/A
TV OS 1 Türkiye N/A

4 Results and Discussions

In this section, we present and discuss the results of the
analysis and interpretation of the responses. Where needed,
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we also support the results with supporting quotes— rewrit-
ten for better readability—from the responses presented in
“italic text” for emphasis.

4.1 Background on SUT and Test suite (RQ1):

Table 1 summarizes the background of the representative
companies and their domains. As seen in Table 1, the par-
ticipants ranged from various domains, such as automotive,
embedded software observability, and TV OS, to name a
few. The # of Part. column shows the total number of
participants from the domain and the region column shows
the country of operation of the representative company. Fi-
nally, the Nature column shows the nature of the SUT un-
der consideration for the survey. One of the representative
companies’ products for the automotive domain is safety and
security-critical. The other automotive SUT (from Germany)
provides supporting software to enable the engineering of au-
tomotive systems and is, therefore, not a safety or security-
critical product. Finally, the SUTs in production, manufactur-
ing, and the railway domain are classified as safety-critical.

The questionnaire also covered data collection for exist-
ing test suites for the products. When asked if the SUT has an
existing test suite and its size, all the respondents highlighted
that they have a test suite at the product level. The size of
the test suite varies across all domains. In the automotive
domain, one respondent exemplified infotainment systems
with a test suite that captures different parts of the road map
data; thus, the test suite captures around 220000 miles of
road. In addition, radar and stereo camera data are also used
for testing, which results in additional tests. In the railway
domain, the system contains over 180 sub-components, each
of which is tested with at least four to five test scenarios. In
addition, there are 20 test scenarios in the railway domain at
the integration level. A respondent from the telecom domain
highlighted that their product has a test suite of 1500 test
scenarios for their product, where each test scenario might
contain multiple test cases. The TV OS domain has a test
suite of 101K test scenarios, 100K requiring manual exe-
cution. The respondents from embedded observability and
production domains did not specify the size of their test
suites.

4.2 Variability, testing and test optimization practices
(RQ1):

The survey responses provided valuable insights into the
current practices in testing variant-intensive systems across
different domains. The results revealed significant variabil-
ity in the adoption of test optimization techniques. While
some domains, such as automotive and railway, have well-

established processes for feature-based testing, others use
specific practices due to the nature of their systems.

Feature-Based Testing and Reuse: A key finding was the
widespread use of feature-based testing in safety-critical do-
mains, where testing is closely tied to documented features
and system requirements. Automotive and railway domains,
in particular, showed a reliance on structured requirements
and models to guide their testing efforts. However, the sur-
vey also revealed inconsistent test reuse across variants, with
some domains successfully reusing test cases. In contrast,
others, such as embedded observability, struggle due to the
high variability of their platforms. Test reuse is often not fea-
sible in these cases due to the dynamic configuration changes
introduced at runtime.

As most of the SUTs have to work with varying hard-
ware configurations and regional regulations, we also asked
questions to collect data about the variability in the sys-
tems and how they are handled. We asked how new features
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Fig. 2: New feature introduction process

are documented and introduced to the systems, if they are
modeled, and how. In addition, we asked if existing artifacts
such as requirements, tests and source code is being reused
when deriving new variants.. As shown in Figure 2, ad-hoc
approaches for documenting features are widespread. The
most representative respondents of the domains define an
ad hoc process that can vary. They can use requirements,
feature requests, or other documentation sources when intro-
ducing new features or modeling variability. Following ad-
hoc feature modeling and documentation, requirements are
also a primary source for introducing and documenting new
features. In some cases (13%), requirements are combined
with models to document new features and their variabil-
ity. Finally, change requests are more frequently used in the
automotive domain when new features are introduced. For
artifact reuse, except the embedded observability domain,
all other domains reuse existing artifacts when deriving new
variants. The representative expert from the embedded ob-
servability domain cited that their SUT is one big platform
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that has to work with varying hardware configurations, often
at run-time. Due to the nature of the SUT, they do not derive
their systems’ variants, making reuse irrelevant.

Test Prioritization and Selection. Classifying the test
cases into different categories might be necessary to effec-
tively apply test selection for test optimization. For example,
one classification would be whether or not a test case is test-
ing a particular product configuration. Such categorizations
and classifications improve the test selection process and,
in turn, enable test optimization. In addition, coverage cri-
teria for test cases also play a crucial role in test selection.
Therefore, we asked our respondents if they categorize test
cases. We also asked about the categorization scheme used,
whether they keep track of the variants and features the test
cases are testing, and whether they use coverage criteria.

Five of the seven representative companies from their
domains categorize test cases based on various classification
schemes. In addition, another company plans to introduce
test categorization into their process. Only one of the seven
companies does not have test categorization in place and has
no plans for it in the near future. When asked what classifica-
tion schemes are being used for test categorization, a respon-
dent from the automotive domain mentioned that tests are
classified based on their perceived difficulty levels. Respon-
dents from the embedded observability and telecom domain
use functional and various non-functional quality labels to
categorize test cases. In the production and manufacturing
domain, the mode of operation of the tests is used to catego-
rize them (e.g., automatic or human input required). Finally,
the respondent in the TV domain responded that the company
uses a classification scheme unknown to the respondent.

We also asked if separate test suites exist for the variants
and the standard product. We found that only the automotive
and railway domains have separate test suites for the stan-
dard product and the derived variants. When asked if the test
cases could be traced to the standard product and its product
variants, we found that all domains except for two (produc-
tion and one representative company from the automotive
domain) have mechanisms to trace test cases to variants and
standard products.

When new features are introduced or changes are made
to the system under development, regression testing is com-
mon. In such cases, redundant and repeated testing of shared
features can make the testing process inefficient. Further-
more, not all the tests in a suite are the same in effectiveness
and might need ranking, prioritization, and selection. In ad-
dition, the execution of all test suites might not be possible
in some cases. For example, one billion test cases may be
needed to test all the possible variants of the product in the
embedded observability domain. This is due to the varying
configurations that could be enabled at compile time. “A
single test program, where 10-20 sanity checks are applied
on the output. This, however, needs to be executed on every

combination of 30-50 static build flags that affect the code in
undocumented ways, meaning at least 2ˆ30 = 1 billion tests
if using a ‘brute force’ approach with no test case prioriti-
zation.” Different test criteria are used to select a subset of
tests from the test suite in such cases. We asked if the shared
code and features are tested across different variants and ver-
sions. In addition, we asked for test optimization enablers.
In particular, we asked if they order, prioritize, or categorize
tests based on some criteria before execution in regression
scenarios.

Four of the seven representative companies from their
domains order test cases. In the automotive domain, the rep-
resentative companies do not order test cases for execution,
but one representative company does select sub-sets based
on the test suite size. For example, due to time constraints,
they might select a subset of map data from a large test suite
to test the navigation system. In the embedded observability
domain, engineers could order the test randomly or system-
atically based on exploring various build flags. In addition,
they only test the critical sub-set of build configurations—
identified manually— and select a sub-set from the test suite
that targets the most critical build configurations.

On the other hand, all tests are executed at least once in
the representative company from the production and man-
ufacturing domain. In the rail domain, the test cases are
independent and, thus, do not require any ordering. How-
ever, test selection is performed to target the changes in the
code. Nevertheless, due to the safety-critical nature of the
product, the entire test suite is once again executed before
the release of the software. In the telecom domain, test cases
are ordered, but no test selection is made, and all the tests are
executed. Finally, test cases might depend on each other in
the TV domain, and thus, ordering is required based on their
dependency. Executing the entire test suite is preferred, but it
is sometimes not possible, and an ordered subset is selected
to meet time constraints.
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Fig. 3: Test selection criteria
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In summary, four representative companies (57%) do
not order the test cases for execution. The ones that do order
tests are often based on test dependencies. Also, five of the
representative companies (70%) have some test selection in
place with varying selection criteria, shown in Figure 3. The
automotive and TV domains select tests that could finish
execution in a pre-defined time window. The representative
company from the embedded observability domain identifies
critical build configurations based on experience and selects
a subset of tests targeting those configurations. Finally, the
telecom and railway domains select a subset of tests targeting
changes.

Use of Coverage Criteria. The survey also explored the
use of coverage criteria in test optimization. Results indi-
cated that coverage criteria, such as feature coverage, code
coverage, and combinatorial interaction testing, are applied
across domains. Automotive and railway control systems, in
particular, utilize feature coverage to ensure that new variants
or features are sufficiently tested without redundant testing
of common components.

When asked what coverage metrics are recorded that can
be used in test selection, we found various traditional and
variability-aware metrics used to record coverage, summa-
rized in Figure 4. In particular, one respondent from the auto-
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Fig. 4: Prominent coverage metrics recorded

motive domain and one from the railway domain mentioned
the use of code, feature, and change coverage as recorded
metrics for optimization. One of the partners in the auto-
motive domain plans to have these metrics in place in the
near future. The coverage of static build flags is of more
importance for test optimization for the embedded systems
observability domain. Furthermore, the TV and production
domains use feature coverage as a metric that can enable test
optimization. Finally, the representative company from the
telecom domain uses the traditional code coverage metric for
test optimization.

Table 2: Perceived challenges in the area (RQ2)

Theme Sub-theme and codes

1. Configurations to
(not) test

1.1 Detection of redundant configurations
1.2 Effect of configuration change on code
1.3 Testing composed features

2. Impact analysis 2.1 Flagging changes that can break tests
2.2 Flagging changes that can fail tests

3. Variance and
testing

3.1 Test script derivation for variants
3.2 Test selection for changes and variants
3.3 Test classification based on criticality
3.4 Critical scenarios identification

4. Coverage
4.1 Dead code effects coverage
4.2 Measuring feature coverage from
component-level coverage

� Takeaway: RQ1

In practice, variability in systems are still captured informally,
often with natural language requirements. The number of vari-
ants and their combinations can explode and test selection and
optimization for variability is a practical concern. Most of the
studied representative companies do use test categorization
and a variety of coverage metrics to enable test optimization
for variability. Nevertheless, the respondents still see this as a
challenging problem.

4.3 Challenges and improvement opportunities (RQ2):

Our RQ2 focuses on collecting and reporting potential areas
of improvement and opportunities for research by collect-
ing practical challenges in test optimization for variability.
In this regard, we asked the representative companies from
their domains how the current testing process can be im-
proved. As mentioned in Section 3, we use a qualitative data
analysis method known as thematic analysis to collect and
document the findings for RQ2. Table 2 reports the area’s
high-level themes and concrete challenges (sub-themes and
codes), briefly summarized as follows.

The thematic analysis of the survey responses highlighted
several recurring challenges in test optimization. One major
issue was the difficulty of effectively dealing with configu-
ration parameters and variability. (1) Respondents found it
challenging to detect redundant configurations of their prod-
uct that could result in equivalent behavior. “Many configu-
rations have been tested, but many of these are believed to
produce identical code (the same variant) as the relevance
of many parameters depends on other configuration param-
eters. These dependencies are not documented. It could be
useful for finding which configuration combinations are re-
dundant.” The industry could benefit from approaches and
tooling that can extract and capture configuration parameter
dependencies. This will help enable the detection of equiv-
alent variants and, in turn, optimize variability testing pro-
cesses. In addition, the uncertain effects of a small change to
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configuration parameters on the resultant software hinder the
maintenance and evolution of both the software and its tests.
Finally, the thematic analysis also highlighted the challenges
with test optimization in the presence of large and composed
features (features that use other features). “Some features are
reused [...] The granularity of features is very low for us, and
we don’t model; we re-test [...]”

(2) Another reoccurring theme in the survey responses
was the challenges in applying change impact analysis to
identify breakages. Most companies reported that while they
could identify changes in code or requirements, they lacked
tools to trace these changes to specific test cases, making
it harder to prioritize tests. The analysis further highlighted
the need for the detection of small changes that may break
or fail tests. Additionally, the manual nature of test catego-
rization and selection in some domains, such as embedded
observability, was a barrier to optimizing test efforts. “We
don’t have a tool for change management of requirements,
features, and test cases. [...] We don’t know anything about
new features before we see failing test cases. Also, we have
repeating scenarios with one parameter/flag change in tests.
If we can analyze the effects of these parameters and remove
repetition, we can save a lot of time.”

(3) Another challenge was the scalability of test opti-
mization in systems with high variability. In this regard, the
analysis highlights the difficulty in reusing test cases across
product variants, particularly in domains where system archi-
tectures or configurations vary significantly between prod-
uct variants. In embedded systems, testing becomes complex
due to dynamic configurations, making test reuse ineffective,
manual, and time-consuming. Therefore, test scripts for in-
dividual variants have to be manually adapted and evolved
for variants. While there are design-time approaches for de-
riving tests for variants [5], there is still a lack of tooling for
automated test evolution for product variants. Furthermore,
some participants, particularly from the embedded systems
domain, reported that the number of potential test cases could
reach billions due to varying configurations. In such cases,
effective test selection based on coverage criteria becomes
critical but is often not fully automated. This highlights the
challenge of balancing exhaustive testing against constraints,
such as tests that cover changes. Finally, automated critical
scenario identification from configuration could help avoid
exhaustive testing. “The existing product tests are used and
modified as needed [for variants] [...] We don’t have a tool
for change management of requirements, features, and test
cases. By identifying only the changes performed, then the
tester can target only needed areas. [...] We don’t know the
combination of configurations that are used in practice by
our customers. We naturally test the default settings and
other ‘likely’ settings, and then as many other variants as
possible.”

Test prioritization is widely used, but determining the
most effective criteria for test case selection and ordering
is challenging. In safety-critical domains like railway, al-
though test selection is performed to target changes in code,
the entire test suite still needs to be executed before release,
making testing inefficient. “[We target] the changes per-
formed within the components, we only perform tests which
affect those components. However, running all tests before
releasing software is a common practice. ”

(4) Finally, the analysis highlighted several challenges
on the integration between code coverage and variability. In
particular, variability in systems can introduce dead code
that handles a configuration that is not relevant in a partic-
ular variant, resulting in low code coverage. “Testers need
to know what is possible given the current design [...] is
the dead code really dead, or is it a bad test case?” In this
regard, participants also highlighted the lack of tooling that
can link component/variant-level coverage results to derive
or compute feature/product-level code coverage. “[It is chal-
lenging] to feed test results from variants into the product.”

The survey results indicate significant interest in fur-
ther developing automated tools to support test optimization.
Many participants highlighted the need for tools to automat-
ically categorize and prioritize test cases based on coverage,
risk, and criticality.

� Takeaway: RQ2

A major issue is the lack of tools to trace code changes to
specific test cases, hindering test prioritization. Manual test
categorization and scalability are also problematic, especially
in embedded systems with high variability, where test selec-
tion is often not automated. Reusing test cases across product
variants is difficult due to dynamic configurations. While test
prioritization is common, selecting the most effective criteria
remains challenging, especially in safety-critical embedded
domains.

5 Validity Threats

Participant selection for the survey posed a concern, as us-
ing non-probability sampling could introduce selection bias.
Although a diverse range of industrial practitioners was in-
cluded, they may not fully represent the broader population
of industry professionals. This limitation was acknowledged,
and efforts were made to include participants from different
domains and regions to enhance the survey’s representative-
ness.

Another potential threat to internal validity when using
questionnaires is the risk of respondents misinterpreting the
questions. However, this risk was significantly minimized
since all industrial participants were involved in the same
research project and shared a similar understanding of the
terminology used.
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6 Conclusion and Future directions

In conclusion, this study reveals that while test optimization
practices for variant-intensive systems are common in some
domains, such as automotive and railway systems, current
practices often need to address the scalability and complex-
ity of high variability, especially in domains like embedded
systems. Many companies use manual processes for test cat-
egorization, and there is a need for more tooling to trace
changes in code to specific test cases, which hampers ef-
ficient test prioritization. Reusing test cases across product
variants remains challenging, particularly in systems with
dynamic configurations. Future work should enhance au-
tomation for test categorization, prioritization, and selection
based on coverage and risk, explicitly scaling these solutions
for highly configurable systems.
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